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Anekcanap CrenaHoBuU4
KAPIIEHKO

Alexander Stepanovich
KARPENKO

(07.04.1946 — 07.02.2017)

Om Pedxoanezuu

[Ipormio Botr y2ke 6ojiee Tpex JieT ¢ Tex 1nop, kak 7 despass 2017 rojga ymep
Astekcangp Crenanosuu Kaprenko, Hamr kojutera u toapuil. OH COBMeIAJ
B cebe BBICOKUI PO eCCHOHAIN3M B 00JIACTH JIOTUKHU C 3aPA3UTEIbHBIM XKIU3HE-
JirobueM, 9TO MPUBJIEKAJI0 K HEMY MHOTHMX JIOTUKOB KaK y HAC B CTpaHe, Tak
u 3a pyoexkoMm. C 1993 Havas BBIXOIUTH €XKEroAHUK «Jlormdeckue mccienoBa-
Husi». B 2015, 6i1arogapst opranuzaropckum yeuiusm A. KaprieHko, exkerogHuK
CTaJl 2KypHaJIOM M TEIEPb BLIXO/UT JIBa pPa3a B T'OJ. B HEM HY6.HI/IKyIOT CcBOu
paboThI OTEUYEeCTBEHHBIE U 3aPYOEXKHBIE ABTOPHI, UTO [TO3BOJISET HOJIEPXKIBATH
Hallly JIOTUYECKYIO 2KN3HLb U KOMMYHUKAIIUIO. MbI PeIInJIn IIOCBATHUTL HaCTO-
st Homep mamsaTu A. Kaprenko, mpuriacuB K myOJMKAIUd CBOUX PabOT
NU3BECTHBIX JIOTUKOB, KOTOPbI€ HE TOJILKO 3HAJIN €I'0, HO U MOT'YT 6bITb Ha3BaHBbI
ero JIpy3bsaMu. Halr mpu3biB MOy dni1 2JKUBOI OTKJIMK, YeMY MbI He ObLIN y/IUB-
JICHBI. Hpe,zmaraeM BallleMy BHHUMAaHUIO pa6OTbI Ha aKTyaJibHbI€e Te€Mbl CTOJIb
Jobumoit Hamu u A. KapreHko HayKku.

Editor’s note

More than three years have passed since the death of Alexander Stepanovich
Karpenko, our colleague and friend, on February 7, 2017. He combined high
professionalism in the field of logic with an infectious love of life, which attracted
many logicians both in our country and abroad. Since 1993, volumes of the
yearbook “Logical Investigations” began to come out. In 2015, thanks to the
organizational efforts of A. Karpenko, the yearbook became a journal which
now comes out twice a year. Russian and foreign authors publish their works
in it, which allows us to maintain our logical life and communication. We
decided to devote the present issue to the memory of A. Karpenko by inviting
famous logicians who not only knew him, but who could be called his friends,
to publish their works. Unsurprisingly, our call received a lively response. We
bring to your attention works on current topics of the science so beloved by us
and A. Karpenko.
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Devising the set of abnormalities
for a given defeasible rule

Diderik Batens
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Abstract: Devising adaptive logics usually starts with a set of abnormalities and a deductive
logic. Where the adaptive logic is ampliative, the deductive logic is the lower limit logic, the
rules of which are unconditionally valid. Where the adaptive logic is corrective, the deductive
logic is the upper limit logic, the rules of which are valid in case the premises do not require
any abnormalities to be true. In some cases, the idea for devising an adaptive logic does
not relate to a set of abnormalities, but to one or more defeasible rules, and perhaps also
to one of the deductive logics. Defeasible rules are not universally valid, but are valid in
‘normal situations’ or for unproblematic parts of premise set. Where the idea is such, the
set of abnormalities has to be delineated in view of the rules. The way in which this task
may be tackled is by no means obvious and is the main topic studied in the present paper.
The outcome is an extremely simple and transparent recipe. It is shown that, except for very
special cases, the recipe leads to an adequate result.

Keywords: adaptive logics, defeasible reasoning, defeasible rules, conditional derivation,
dynamic proofs, abnormalities, falsehood, content guidance

For citation: Batens D. “Devising the set of abnormalities for a given defeasible rule”,
Logicheskie Issledovaniya / Logical Investigations, 2020, Vol. 26, No. 1, pp. 9-35. DOL
10.21146/2074-1472-2020-26-1-9-35

Envo1t

This paper is dedicated to the memory of Alexander Karpenko. We got
to know each other better when Alexander was responsible for three Moscow
institutes in a European project ran by me on behalf of my home university,
Ghent, and Salzburg, and Brussels (VUB). I still treasure a booklet with poems
by Bielo Cardinal — the White Cardinal, an allusion on Alexander’s home
country Belarus. I cannot read the poems, let alone understand them. Yet, at

(© Batens D.
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10 Diderik Batens

a dinner party in his home, the poet read some of them to me, and I associated
them with the poems of one of my favourite writers in my home tongue, Willem
Elsschot, who, apart from a fat volume of novels, left us some twenty impressive
poems.

While Sasha declaimed his poems, he became for me the symbol of man
reaching for what cannot be attained. That we reach anyway may, more than
anything else, makes our lives meaningful. It incites and motivates us to stand
by our fellow humans, to build a better world and to create beauty.

1. Aim Of This Paper

When awake, humans are in a conscious or semi-conscious state. In that
state, their brain activity leads to results of many sorts: perceptions, observa-
tions, goals, plans, decisions, etc. Philosophers try to explicate most of that
brain activity in terms of reasoning. The bulk of this reasoning is defeasible,
not deductive.

Allow me to list! some reasoning forms that are unavoidably defeasible.
One first thinks of all kinds of inductive reasoning [Batens, 2004; Batens,|
2005; Batens, 2011} Batens, Haesaert, 2003; Meheus, 2004], including induct-
ive generalization as well as all predictions derived from the obtained gener-
alizations. There is also abductive reasoning, with its ties to explanations of
sorts [Batens, 2017; Beirlaen, Aliseda, 2014; Lycke, 2012; Meheus, 2007; Me-|
lheus, 2011;|Meheus, Batens, 2006; Meheus et al., 2002; |Gauderis, Van De Putte,|
; but just as well approaches to explanation that do not rely on abduc-
tion [Batens, 2005; Batens, Meheus, 2001; Weber, De Clercq, 2002; Weber, Van|
Dyck, 2001]. A very different topic is compatibility, including inconsistent com-
patibility. Even finding out whether, in general, a predicative set of statements
is inconsistent or not, or whether two predicative sets are incompatible with
each other or not requires defeasible reasoning |Batens, Meheus, 2000; Meheus,)
2003; Meheus, Provijn, 2004]. Further examples concern the logic of ques-
tions [De Clercq, Verhoeven, 2004; [Meheus, 2001], handling deontic conflicts
[Beirlaen, Strafier, 2013a} [Beirlaen, StraBer, 2013b} |Goble, 2014} Meheus et al.,|
[2010aj; Meheus et al., 2010bj; [Strafler, 2010; [Strafler et al., 2012; [Van De Putte|
et al., in press; Van De Putte, Strafier, 2012] and many more. A whole different
family are corrective adaptive logics, like the one for handling inconsistency,
started in the 1980s |Batens, 1985; Batens, 1986; Batens, 1989| and having
resulted in too many papers to refer to in the present context, and those hand-
ling ambiguity |Batens, 2002; [Vanackere, 1999a; Vanackere, 1999b; [Vanackere,|
2000; [Vanackere, 2001].

IThe interspersed references are incomplete, even with respect to adaptive logics proposed
for handling the topics.
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The adaptive logics programme is one of the attempts to unify all sensible
and useful defeasible reasoning. It is rather easy to devise a manifold of model-
theoretic, procedural, and other systems that define defeasible reasoning forms
that no one could possibly unify. All those systems may prove to be interesting
and even useful mathematical structures in some more or less distant future.
They may also turn out idle tea table talk. So I propose to spend a reasonable
part of our efforts to defeasible reasoning forms that are known to be sensible
and useful.

Adaptive logics in standard format — see Section [2] — form a unifying
structure that is simple and formal. This requires some comments. The
relation between the premises and the conclusion of defeasible reasoning is
known to be complex. If the explication in terms of adaptive logics is right,
as present insights suggest, the complexity of the consequence relation if up to
H%—complex [Batens et al., 2009; [Horsten, Welch, 2007; |Odintsov, Speranski,
2012; Odintsov, Speranski, 2013} [Verdée, 2009]. Yet the ideas behind the se-
mantics are transparent and unsophisticated. Moreover, there are dynamic
proofs. In some cases, the proofs only stabilize at an infinite point — an un-
avoidable effect of the complexity of the consequence relation. Yet the finite
proof stages offer arguably a sensible estimate, in view of the information re-
vealed by the stage, of the result obtained when the proof stabilizes — this is
called final derivability. And indeed, proof stages are constructed by simple
means. All rules are finitary — unlike for, for example, second order logic.
And which lines are IN or OUT in the any given stage of the dynamic proof
is decidable. So this basically reflects the human condition: drawing conclu-
sions from the available information is rather unproblematic, but we know this
information to be partial and presumably misguided.

I stated that adaptive logics form a formal unifying structure. This means
what it always meant: that inferences are correct in view of their form. This
does not entail, as some simpletons actually expect, that Uniform Substitution
(US) holds. US does not even work for full Classical Logic, CL.? But a different
formal criterion strictly obtains; my preferred name for it is bijective uniformity.
Technicalities aside, two inference statements I' = A and A + B have the
same characteristic form iff each of them can be obtained from the other by
systematically replacing a referring term by another referring term of the same
sort — an individual constant by an individual constant, a predicate of rank
r by a predicate of rank r, etc. The result is that, for example, even the
propositional inference statements -p A gq,pVr Erand =-pAp,pVrt r do not

2The closest that comes to it is, to the best of my knowledge, still reported by Witold
Pogorzelski and Tadeusz Prucnal [Pogorzelski, Prucnal, 1975|; enjoy.
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have the same characteristic form because the former cannot be obtained from
the latter by any such systematic replacement.

Given the importance of defeasible reasoning, and hence of adaptive logics
in standard format as candidates for the unification, it is essential to delineate
ways to devise adaptive logics. A general feature about defeasible reasoning is
that it capitalizes on the fact that a certain feature or situation is normal in
the sense of frequently occurring, whereas abnormal features or situations are
exceptional. This leads to the idea to consider certain conclusions are justified in
view of the presumed absence of abnormality. Most studied adaptive logics were
obtained by first delineating the set of abnormalities, which is characterized by
a certain logical form. Thus, even if it turns out that a theory (or data set)
requires Jz(Px A Qx) A Jx(Pz A ~Qx) to be true, one may still presume that
dz(Px A Rz) A 3x(Pxz A —Rx) is false.

Next, one studies which inferences are defeasibly correct, that is cor-
rect in view of the presumed falsehood of certain abnormalities. Clearly,
Jz(Px N Rz) oL Ya(Px O Rx) V (Jz(Px A Rx) A 3z(Pxz A —Rzx)). So if
one may, reasoning systematically, consider 3z(Pxz A —Rx) as false, and one
knows that Jz(Pxz A Rx) is true, one may conditionally derive Vz(Pz D Rx).
The justification will go as follows. From the true Jx(Px A Rz) follows
Vz(Pz D Rx)V (3z(Px A Rx) A 3z(Px A —Rx)). The second disjunct of the
conclusion is an abnormality, which we presume to be false and this presump-
tion can be upheld. So, in the light of present insights, Va(Pz D Rx) is true.
Needless to say, this is merely an intuitive description. The matter will be
phrased precisely in Section [2] and references to proofs will be given there.

So the traditional approach was to start from a set of abnormalities and
next to study which defeasible inferences are correct if certain abnormalities
may be presumed to be false. As becomes clear in the next section, once we
know what the abnormalities are, the relevant adaptive logic is easily defined.
Adaptive logics consider abnormalities as false in ‘normal’ situations; as false
until and unless proven otherwise.

Often, however, in devising an adaptive logic, one does not know from the
beginning which are the abnormalities. Rather, one knows that the reasoning
step A/B? is correct when ‘nothing is wrong’, when the situation is normal.
Here ‘“normal” points to a further unknown situation, the situation in which
the rule A/B is valid.

Concrete examples follow in subsequent sections, but the problem is to
collect general insights on the relation between the abnormalities and such a
defeasible rule. Does the rule determine the set of abnormalities? Do several

3Rules are phrased in metalinguistic terms. So I use meta-metalinguistic variables for
formulas to describe a rule.
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sets of abnormalities make the rule valid as a defeasible rule? If so, what are
the effects of different choices?

2. Preliminaries

Many introductions to adaptive logics are available — the most recent one
is always the best |[Batens, 2015]. So I shall be very brief here. Moreover, the
reader may skip this section and look up things in it as she or he needs them
to understand subsequent sections.

An adaptive logic, AL, in standard format is a triple:

(i) a lower limit logic LLL: a logic that has static proofs and has a nice
semantics;?

(ii) a set of abnormalities 2 : a decidable set of formulas characterized by a
(possibly restricted) logical form F; or a union of such sets;>

(iii) an adaptive strategy: Reliability or Minimal Abnormality.

The wupper limit logic ULL is obtained by extending the lower limit lo-
gic LLL with an axiom stating that all abnormalities cause triviality. Where
a premise set I' does not require any abnormalities to be true, the AL-
consequences of I provably coincide with its ULL-consequences. One of the
effects is that the inconsistency-adaptive consequences of a consistent premise
set coincide with the set’s CL-consequences.

In a ‘Dab-formula’ Dab(A), A is a finite subset of {2 and Dab(A) denotes
the classical disjunction of the members of A. So classical disjunction needs to
be present in the language or has to be added.”

Dab(A) is a minimal Dab-consequence of T' iff T' by, Dab(A) whereas
I' Frir Dab(A’) for any A" € A. A choice set of ¥ = {A1,Aq,...} is a
set that contains an element out of each member of 3. A minimal choice
set of ¥ is a choice set of ¥ of which no proper subset is a choice set of X.
Where Dab(A;), Dab(As), ... are the minimal Dab-consequences of I', U(T") =
AjUAU... and ®(T) is the set of minimal choice sets of ¥ = {A1, Ay, ...}

4Read this as a compact Tarski logic with a characteristic semantics. The idea of a nice
semantics [Verdée, Batens, 2016] is more sophisticated than that of a characteristic semantics
and is fascinating in view of its implications for embedding. Unfortunately, explaining it here
would require too long a digression.

SWhere F® is the set of atomic formulas (those containing no logical symbols other than
=), {AAN—-A| A€ F} is an example of a restricted logical form.

SThere are the most important strategies.

"As Sergei Odintsov and Stanislav Speranski first pointed out [Odintsov, Speranski, 2013,
an alternative is to phrase adaptive logics in multiple conclusion terms.
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Definition 1. A LLL-model M of I is reliable iff Ab(M) C U(I).
Definition 2. I' Faypr A iff A is verified by all reliable models of T'.

Definition 3. A LLL-model M of T" is minimally abnormal iff there is no
LLL-model M’ of T such that Ab(M') C Ab(M).

Definition 4. I' Fpapm A iff A is verified by all minimally abnormal models
of .

It can be shown that a LLL-model M of I' is minimally abnormal iff
Ab(M) € o(T).

Although I started with their semantics, adaptive logics were discovered by
reflecting on dynamic proofs — the theorizing on dynamic proof theories came
much later |[Batens, 2009]. An annotated AL-proof consists of lines that have
four elements: a line number, a formula, a justification (at most referring to
preceding lines) and a condition. Where

A A

abbreviates that A occurs in the proof as the formula of a line that has A as
its condition, the (generic) inference rules are — V is a classical disjunction:

PREM If A€T:
A 0

RU IfAl,...,An }_LLL B: A1 Al
A, A,
B AU...UA,

RC If Al, e ,An l_LLL B\7Dab(@) A1 Al
An An
B AMU...UA,UB

A proof stage is a list of lines obtained by applications of the generic rules
PREM, RU and RC. Let the empty list be stage 0. Where s is a stage, s’ is
an extension of s iff all lines that occur in s occur in the same order in s’. A
(dynamic) proof is a chain of stages. That A is derivable on the condition A
may be interpreted as: it follows from the premise set that A or one of the
members of A is true. Because the members of A, which are abnormalities, are
presumed to be false, A is considered as derived, unless and until it shows that
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the presumption cannot be upheld. The precise meaning of “cannot be upheld”
depends on the strategy, which determines the marking definition (see below)
and hence determines which lines are marked at a stage. If a line is marked at
a stage, its formula is considered as not derived at that stage.

Dab(A) is a minimal Dab-formula at stage s of an AL-proof iff Dab(A) was
derived at s on the condition () whereas for no A’ C A was Dab(A’) derived on
the condition (). Where Dab(A),...,Dab(A,,) are the minimal Dab-formulas
at stage s of a proof from I', Us(I') = Ay U...UA,, and ®4(I') is the set of
minimal choice sets of {Aq,...,A,}.

Definition 5. Marking for Reliability: Line [ is marked at stage s iff, where A
is its condition, A N Ug(T) # 0.

Definition 6. Marking for Minimal Abnormality: Line [ is marked at stage s
iff, where A is derived on the condition A on line I, (i) there is no ¢ € ®4(T")
such that ¢ N A =), or (ii) for some ¢ € ®4(T"), there is no line on which A is
derived on a condition © for which ¢ N © = {).

Let me rephrase this: where A is derived on the condition A on line [, line [
is unmarked at stage s iff (i) there is a ¢ € ®4(T") for which ¢ N A = ) and
(ii) for every ¢ € ®4(I'), there is a line at which A is derived on a condition ©
for which o N © = 0.

A formula A is derived at stage s from I' iff it is the formula of a line that is
unmarked in s. Marks may come and go as the proof proceeds. Yet there also
is a stable notion of derivability, called final derivability.

Definition 7. A is finally derived from T' on line [ of stage s iff (i) A is the
second element of line I, (ii) line / is not marked at stage s, and (iii) every
extension of the stage in which line [ is marked may be further extended in
such a way that line [ is unmarked.

Definition 8. ' Fay, A (A is finally AL-derivable from T') iff A is finally
derived on a line of a proof stage from I.

There are three comments in conclusion of the preliminaries. First, ad-
aptive logics are not competitors of deductive logics, but means to arrive at
formal characterizations of methods. Next, one typically needs adaptive lo-
gics (and, more generally, defeasible reasoning) when a positive test is absent.
Consider any of the examples mentioned before. At the predicative level, the
consequence set of the adaptive logics is not semi-recursive. The final comment
is that adaptive logics have an impressive metatheory which required the de-
velopment of novel proof methods. The metatheory includes Soundness and
Completeness proofs, but also the proofs of many features that are entirely
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foreign to deductive logics. I refer to [Batens, 2007| for the metatheory and
to |Batens, 2015 for a revised formulation of the theorems, often leaving the
straightforward reformulation of the proofs to the reader.

3. The Problem

Consider a defeasible rule Ay, ..., A, /B that we consider as valid in normal
situations. In rather exceptional cases we have no precise idea of the lower
limit logic LLL, but let us neglect that problem and suppose that the strategy
as well as LLL are given.® The task is to find the form of a formula C that
may serve as the abnormality for the rule, viz. such that Ay, ..., A, FrLL, BVC.
Once this C is found, the corresponding conditional rule CR will be: “from
A1, ..., A, on the condition A to derive B on the condition A U {C}".

The reader may wonder whether a single abnormality C is introduced rather
than a Dab-formula, as was suggested by the way the generic rule RC was
phrased in the previous section. This is an interesting point. Let us leave
open whether C will be the form of the abnormalities or whether C may indeed
be itself a disjunction of abnormalities. Let us also leave open whether the
problem is to find a unique C or several — the latter case refers to the second
alternative in the description of the set of abnormalities £2: “or a union of such
sets”. The first sentence of the present paragraph moreover reminds us of an
important matter. We want to delineate €2 in function of the defeasible rule
A1, ..., A,/B. Yet, we are after an adaptive logic in standard format. In other
words, the generic rule RC will by no means be restricted to the defeasible
rule Aq,...,A,/B. The generic rule RC will solely depend on LLL and 2 as
is obvious from Section [2] We shall see that this consideration will play an
important role in subsequent pages.

Consider some examples of defeasible rules in the domain of inductive gen-
eralization. There are many adaptive logics in that domain. Each of them
characterizes a way to defeasibly infer generalizations. A generalization is a for-
mula VzA(x) in which A(x) is a truth function of literals in which no individual
constants occur.” One of the logics allows one to introduce generalizations as
Popperian hypotheses, the defeasible rule then becoming —/VzA(z) — given
whatever, one may conditionally introduce a generalization. Other such logics
require an instance and hence need a defeasible rule A(«)/VxA(x), in which «
may be any individual constant. Still, other logics require a ‘positive instance’

8When we are after an ampliative adaptive logic, LLL will be the deductive logic we
consider suitable in the given context. For many this will be CL when the context concerns
empirical or classical mathematical theories.

9The precise formulation was published elsewhere |Batens, 2011|, but is not terribly im-
portant in the present context.
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as in B(a) A C(a)/Vz(B(z) D C(x)). In all of these A and C are disjunctions
of one or more literals and B is a conjunction of literals — conjunctions of two
generalizations are derived by RU from generalizations derived by RC. So, for
each such defeasible rule, the task is to pinpoint an abnormality, which then
will determine the set of abnormalities €2 for that logic.

The sets of abnormalities for those inductive generalization rules were de-
lineated a long time ago by tinkering. This was not difficult and they agree
nicely with the recipe that will be presented in the present paper. This is a
good reason to consider a different type of adaptive logics.

It is desirable to refer to a case where the matter becomes slightly more
difficult as well as slightly more interesting. While working on adaptive set
theories |Batens, 2019, I came about a case that I never met before. That we
are dealing with a corrective adaptive logic is a difference with the logics from
the previous paragraphs. Yet, something is more important. The lower limit
logic of the set theories is the paraconsistent CLuNs, which is specified be-
low, and the strategy is Minimal Abnormality. The well-studied inconsistency-
adaptive logic CLuNs"™ is obtained by specifying the set of abnormalities as
{Q(AA-A4) | A e F}, in which F? is the set of (open and closed) atomic
formulas and Q(A) is (A) preceded by a quantifier over every formula free in A.
I give this set a specific name for future reference. It turns out that certain
premise sets require a different adaptive logic, one that has a more embracing
set of abnormalities and hence assigns a richer consequence set to the premise
sets.

While adaptive logics were originally devised as ways to formally charac-
terize methods, it turned out that they may also be profitably invoked to char-
acterize complex theories — viz. theories that are not semi-recursive. Partly
relying on work by others, I made attempts to devise adaptive theories for
Peano Arithmetic and for Frege’s notion of a set. It is the latter that led to
the case I now shall outline. T’ll just mention some ideas, as the paper will
soon be available in print. However, there are some details I have to report
explicitly in order to clarify the problem. Readers who are in a hurry may skip
to the beginning of Section [I] and return here later if they get interested in the
significant example.

As Frege’s notion of a set makes inconsistent sets unavoidable, the lower
limit logic of the adaptive logic needs to be paraconsistent. For reasons not
discussed here, I choose the (very popular) paraconsistent logic (which I prefer
to call) CLuNs |Batens, Clercq, 2004]. Apart from negation, all logical symbols
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are exactly as in CL and Rol (Replacement of Identicals) holds unrestrictedly.!°
The negation — is strictly paraconsistent!! and reduces complex negations to
simpler ones in the usual way: ——A = A, -(AA B) = (mAV —=B), ... and
-3z A = Vr-A.

The set theory obtained by CLuNs from (a version of) the Fregean axiom
schema Abs and axiom Ext will be called PFS (paraconsistent Fregean set
theory).!? Obviously, one wants to move from the paraconsistent theory to
an adaptive one, call it AFS. While one has unavoidably to allow for some
inconsistent sets — sets of which some members are also non-members — one
wants that sets are only inconsistent when this is unavoidable, and one wants
even inconsistent sets to behave as consistently as possible. For example, one
wants () to be consistent and, while the Russell set R is unavoidably inconsistent,
one wants () ¢ R in view of 0 ¢ () and one does not want () € R.

Just like the language of most mathematical theories, the language of set
theory is extremely simple. Apart from the logical symbols and the variables
of the standard predicative language, it has one binary predicate € and of-
ten abstracting terms of the form {a | A(a)}. Where the underlying logic
is CLuNs, some formulas of this language express triviality,!> for example
VaVy(zr =yAx #yAx €y Ax ¢ y), which I shall abbreviate as L.'* Literally
every formula of the set theoretical language is CLulNs-derivable from this (as
well as from some other formulas).!® Given that material implication is present
with all its CL-properties, classical negation can be defined: <A =4 A D L.

The presence of classical negation has the unexpected consequence that the
Abs axiom requires the existence of R* =4 {x | =2 € x}. While inconsistency
results, R* € R* A R* ¢ R*, it is provable that R* € R* A =R* € R* is not
derivable and that the inconsistency-adaptive theory is non-trivial, just like
the paraconsistent theory. Yet, the fact that R* € R* is a theorem of the

ORol: a = b D (A= A,) in which A,/ is the result of replacing in A an occurrence of
a by b or vice versa. In some paraconsistent logics, Rol does not hold within the scope of a
negation.

11 A negation — is paraconsistent iff A, =A + B does not hold for all A and B; it is strictly
paraconsistent iff there is no A such that A, —A F B holds for all B.

12WWithin CLuNs there are three different implications that coincide in CL: A D B is
detachable but not contraposable, A 1 B =4 —A V B is not detachable but contraposable,
A — B =4 (AD B)A(—B D —A) is both detachable and contraposable; similarly, there are
16 different equivalences that coincide in CL. So choices have to be made as one moves from
Frege’s trivial theory to the provably non-trivial CLuNs-theory PFS.

13Several other paraconsistent logics have the same property.

M The abbreviations #; %ty =qf 7t1 = to and t1 & to =g —t1 € t2 occur for readability.

15The formula does not express triviality in some extensions of the language of set theory.
So it is a remarkable case of expressing local triviality, a feature that also occurs in other
mathematical theories — I shall soon publish a brief study of the remarkable phenomenon
and its epistemic potential.
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paraconsistent theory, and hence also of the adaptive one, reveals a perhaps
unpleasant but interesting phenomenon: R* has members that do not fulfil the
touchstone of R*. Indeed, R* € R* is a theorem of the paraconsistent theory,
but R* does not fulfil the touchstone, which is “R* € R*; and it cannot fulfil
the touchstone — the theory is non-trivial. I shall say that R* is clean iff
Vy(y € {z | A(z)} < A(y)), in which A <+ B =4 (A = B) A (-B = —A).
It turns out that both Vy(A(y) Dy € {z | A(z)}) and Vy(—-A(y) Dy ¢ {z |
A(z)}) can be required to hold, but not their converses, precisely because some
sets, for example R* are unavoidably unclean. The converses have to read
Vy(y € {x | A(x)} 3 A(y)) and Vy(y ¢ {x | A(x)} 3 -A(y)) — remember that
7 is not detachable.'6

This situation reveals a problem that requires a solution. Indeed, R =gy
{z | x ¢ x} is inconsistent but there is no need for it to be unclean. Let
O =g {QUAAN-A) | A € F}, in which F* is the set of (open and closed)
atomic formulas and Q(A) is (A) preceded by a quantifier over every formula
free in A. Consider a PFS-model M that is minimally abnormal with respect
to Q. Obviously, the domain D of M is uncountable!” whence some elements
of D have no name — are not named by an abstracting term. It turns out that
some sets are clean in some PFS-models that are minimally abnormal with
respect to €21, but are unclean in other PFS-models that are also minimally
abnormal with respect to ;. A typical example is precisely R. Consider
a minimally abnormal PFS-model M; in which R is clean and consider an
element o € D that stands in the €-relation to R and not also in the ¢-relation
to R — technically this will be expressed for example by (0,v(R)) € vT(€).1
Next consider a model My that is exactly like M7 except in that o is not only
a member but also a non-member of R. So, in Ms, the set R is unclean as well
as inconsistent. Yet, given that no individual constant of the language refers
to o, the inconsistency can only be stated as Jz(zr € R Az ¢ R). But this
formula is also verified by Mj, because all PFS-models verify R € RA R ¢ R.
So R is clean in M; and is unclean in Ms, but both are minimally abnormal
and actually Ab(M;) = Ab(Msz). This is not as we want it. The axioms do
not require R to be unclean. They do not even require that R is a member

161t is not really essential to this paper, but Abs comes to the conjunction of the four
implications mentioned in the text, two detachable ones and two non-detachable ones.

"Many uncountable ZF-hierarchies can be defined in exactly the same way in PFS and
if their members were countable in PFS, then they would be inconsistent. It can be argued
that they are consistent in minimally abnormal models of PFS if they are consistent in ZF'.

8In this semantic style, the extension of a predicate 7 of rank n is a triple (31, X2, X3)
with 31, ¥2,¥3 O D™ and X1 UX2UXs = D™. Next, for convenience, the assignment function
v(m) is seen as three functions: v” (7) = 1, v?(7) = £ and v (1) = 3s.
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of a minimal set of sets one of which is bound to be unclean. So R should be
clean.!®

What does this come to? We want the non-detachable Vy(y € {z | A(z)} O
A(y)) to have the strength of the detachable Vy(y € {z | A(z)} D A(y)) as
much as possible; and similarly for upgrading Yy(y ¢ {z | A(z)} O -A(y))
to Vy(y ¢ {z | A(z)} D —A(y)). Obviously, we do not want to interpret all
expressions A 1 B as much as possible as A D B. We only want instances
of schema Abs to be as much as possible detachable in all directions. Abs
was intended originally as detachable in all directions. This cannot be realized
completely because Frege’s notion of the extension of a predicate turned out
inconsistent. Nevertheless, the original intention can be realized as much as
possible. But this cannot be done by minimizing inconsistencies: remember
that M7 and My verify the same members of €2;. We have a case where, for
ordered pairs (A, B) of certain forms, we want to derive A D B from A J B
on a certain condition. The task is to find the condition.

4. Solving the Problem

Let us concentrate first on rules with one local premise. The task then is,
starting from the defeasible rule A/B, to find a condition or conditions C such
that the three following hold:

A l_LLL BVC and AJ’LLLL B and AJ’LLLL C. (1)

If AFpLr B, then A/B is LLL-valid and not a defeasible rule. If A Frpy, C, then
the condition C causes the rule A/B to have no sensible applications. Remember
indeed that, as stated in Section[3] the idea is to obtain the following particular
conditional rule: “from A on the condition A to derive B on the condition
AU{C}”. If the defeasible rule A/B is to have sensible applications, there must
be a premise set I' and a (empty or non-empty) A C 2 such that (i) A is
finally derivable from I' on the condition A and (ii) B is finally derivable from
I on the condition A U {C}. In view of (i), ' Frpr, AVDab(A) and there is
a ¢ € ®(T') such that AN = 0. In view of (ii), T Frrr, BVDab(A U {C})
and there is a ¢ € ®(T") such that (A U{C}) N¢ = 0. The latter is impossible
because, if A Frpp C, then I' Fypy, AVDab(A) is a sufficient condition for
r l_LLL CVDab(A), which is T l_LLL Dab(A U {C}) Whether Dab(A U {C}) is
a minimal Dab-consequence of I' or not, every ¢ € ®(I') contains at least one

9The difference between M; and M, cannot be expressed in the language by a formula
stating a contradiction, whether plain or quantified. Does this mean that the difference
between My and Ma cannot be expressed? By no means. We just need different abnormalities.
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member of Dab(A U {C}). But then the line at which B is derived by A/B is
always marked. This ends the justification of the requirements in .20
Let us move to a concrete case, viz. the defeasible rule

ADJB/ADB. (2)

We are looking for one or more conditions such that the three derivability
statements in are fulfilled. I shall first consider the problem in the context
of the lower limit logic CLulNs, with the classical negation = present or added,
and the Minimal Abnormality strategy, but neglecting for the moment that the
problem arose in connection with the set theory AFS.

In the previous section, (2) was considered in a situation in which the ab-
normalities were contradictions, as is usual for inconsistency-adaptive logics.
Some people will keep repeating that abnormalities of the form A A —A justify
the defeasible rule . Indeed,

A 3 B FoLuNs (A D) B)\7(A A\ —|A)
holds. Or, even more explicitly in view of CLulNs-equivalences,
-AV B FcLuNs (L\A vV B)\7(A VAN —\A) .

However, and as already explained in Section this is not the point.?! The
point is that, for specific ordered pairs (A, B), we want to be applied even
if AN-A s true.??

We are in search of conditions C that fulfill and, by their forms, de-
termine a set ) that, together with the lower limit logic CLuNs and the Min-
imal Abnormality strategy, defines an adequate adaptive logic. We need a C
such that A FoLuns BVC. Given that CLuNs has a nice semantics and given
Soundness and Completeness, A Fcpruns BVC is equivalent to AA~B Fopuns C.
The strongest such C is obviously AA=B itself and every such C is a CLulNs-
consequence of AA=B.

Let us apply this at once to the defeasible rule . The strongest condition
Cis (A O B) A =5(A D B), which is CLuNs-equivalent to (A A ~A A =B) —
as the conjunction is classical in CLuNs, there is no need to write A. So
the defeasible rule phrased with its strongest condition reads: “from A on the
condition A to derive B on the condition A U {A A=A A =B}”. Actually, the

20The justification considers only Minimal Abnormality. Where Reliability is the strategy,
the justification is much simpler and left to the reader.

2'Moreover and concerning AFS, every unclean set is unavoidably inconsistent: if ¢t € {z |
A(z)} but —A(t), then t ¢ {z | A(z)}. However, this too is not the point.

22In AFS we want all sets to be as clean as possible, even inconsistent sets.
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logic CLuNs requires?® that the set of abnormalities contains all formulas of
the form A A A A =B in which A is an atomic formula and B is a literal.?*

Next, consider weaker conditions C for the defeasible rule . Let us have
a systematic look at ‘parts’ of AA—-AA=B. The idea is not to find a C that in
itself gives us all we want, but to find conditions C that are acceptable, possibly
in the presence of other conditions. I neglect the fact that the local premise
may come on a condition itself; by now, the reader will have understood the
resulting complication. To the left is the CLuNs-inference, to the right the
effect on a dynamic proof.

AdB ADB
(A>DB)VvC ADB {C}

Let us consider the possibilities systematically.

(i) We know already that the strongest C is A A —~A A =B.

(ii) That C is A A —A is all right provided one also wants all conditional
inferences that then are correct in view of the standard format, specifically
RC. An example is the effect of A D B, =B Fcpruns "4V (BA—B): from
A D B and —B to derive = A on the condition {B A =B}. So what this
comes to is that the choice A A—A is all right in case one agrees that - A
has actually the force of A whenever A A = A can be taken to be false.

(iii) That C is A A =B is not acceptable. Indeed, this condition is simply
the classical negation of the conclusion of the defeasible rule. Once =
is added to CLuNs, (A D B)V (A A =B) is a CLuNs-theorem. So if
A A =B is an abnormality, possibly with A restricted to atomic formulas
and B to literals, then A D B is derivable on the condition {4 A =B}
from any premise set. Unlike what the reader might expect, this would
not cause premise sets to have trivial consequence sets; most conditional
lines would be marked. Yet, there is no sensible idea behind this choice of
an abnormality and the choice does not seem to lead to anything sensible.
Nevertheless, I shall return to this choice below.

Z3The requirement is related to the avoidance of so-called flip-flop adaptive logics, which
are only desirable for specific applications [Batens, 2007]. The point need not further concern
us here.

24The set of literals is the set of non-equivalent formulas in which occurs an atomic formula
preceded by at most unary connectives. Where two negations, — and =, are present in the
language of CLuNs, the notion of a literal is a trifle more sophisticated than in CL. While
this set is {A, A} (A a sentential letter) in CL, it is {4, —A,5A,5—A, 554, 55-A} (A a
sentential letter) in CLuNs.
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(iv) Somewhat unexpectedly, it seems all right at first sight to choose A A =B
as C. Indeed, when one concentrates on the defeasible rule we are con-
sidering here, the choice seems unobjectionable, both in case =A A =B is
true and in case it is false. In the latter case, for example, we obtain: if
—A is false, the premise warrants that B is true; if =B is false, then B is
also true. As B is true, sois A O B. And yet this choice has consequences
we do not want. As A Fcpruns BV (mA A 5B), the choice would justify
that one would derive an arbitrary B from —A on the sole condition that
- A A =B can be taken to be false. As in the previous case, triviality
would not result?® but there is no idea behind this way of proceeding and
nothing sensible is expected to result.

(v) To choose A or =A or B as C is obviously unacceptable. That literals
would be abnormalities, would result in all kinds of turmoil, but in nothing
sensible.

(vi) I promised to return to (iii). Choosing (A 0 B) A (AA=B) as C prevents
one to introduce detachable implications from the blue. Moreover, these
abnormalities nicely express that the premise is true and the desired con-
clusion false. However, nothing new is arrived at along this road. The
chosen abnormality is CLuNs-equivalent to A A =A A =B, which is the
abnormality considered in (i).

No other choices are worth commenting upon. Yet it is still interesting
to consider combinations, viz. that formulas of different forms are counted as
abnormalities, for example A A =A and A A —=A A = B. Neglecting some com-
plications, a line is unmarked and its formula is not considered as derived iff
its condition can be considered to be false. Suppose that A A =A cannot be
considered as false. Then it is nevertheless possible that A A =A A =B can
be considered as false: if A and —A are both true, but ~B is false, then the
conjunction of the three formulas is false.? So allowing for abnormalities of
both forms has the following effect — I keep restricting attention to crucial in-
sights. On the one hand, including formulas A A = A in the set of abnormalities
has the effect that a lot of further conditional inferences become valid, as was
explained in (ii). On the other hand, even if A D B cannot be seen as derived
on the condition A A ~A because this condition cannot be considered as false,

25 Adaptive logics in standard format have the Strong Reassurance property (also called
Stopperedness or Smoothness): if a premise set has LLL-models, then it has minimally
abnormal models. Proofs were published long ago [Batens, 2000; Batens, 2007].

263pelling the matter out in a precise way for Reliability and (especially) for Minimal
Abnormality is much more complicated, but the crucial insight is the one stated in the text.
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it is possible that A D B can be seen as derived on the condition A A —-AA B
because =B can still be considered as false.

The matter seems clarified, but there are still two little problems. I comment
on them in order to illustrate the complications involved in the systematisation
of defeasible reasoning. The easier problem is this: A A =A A SA obviously
has the form of A A=A A =B and is always false.?” That looks frightening.
As the line will never be marked, such an adaptive logic seems to extend the
lower limit logic with non-defeasible steps. However, this is a pseudo-problem.
Whenever A Foruns BV C and C € Q is logically false, then A Foruns B. So
logically impossible abnormalities are harmless; they are obviously also useless.

The second problem is more interesting: if formulas of the form AAN-AA=B
are abnormalities, does it then even make a difference whether formulas of the
form A A = A are also abnormalities? While =A Fopruns 7AV (AA-A A SB),
it holds that = A, B Fcoruns 7A V (A A —A A 5B). So, if any formula of the
form =B is derivable, even if only conditionally, an unexpected effect seems to
follow. Let me show this by presenting a little proof.

51 =8 A

52 —p PREM 0
53 “p 51, 52; RC AU{pA-pA=s}

Supposing that line 51 is unmarked, line 53 will be unmarked just in case
p A —p can be held to be false. If a formula of the form =B is derivable, even
conditionally, from the premises, then abnormalities of the form A A = A are
redundant.

The matter becomes less surprising if one realizes that conditional transition
from —p to =p may be realized in a way that seems unobjectionable. Recall
that A J B abbreviates -A V B.

51 ]

. A
52 —p PREM 0
53 pds 52; RU U
54 pDs 53; RC {p N —p A =s}
55 “p 51, 54; RU AU{pA-pA=s}

What happens here is that we apply the defeasible rule at line 54 and next
apply Modus Tollens — this is correct as D is detachable and = is classical
negation.

2"Many will not care about the detail, but it is more correct to say that A A ~A A <A has
no non-trivial models — in some semantic styles no models, in others only the trivial model.
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If a bottom constant L is present in the applied version of CLuNs, the
matter is even easier.

1 —p PREM 0
2 “p 1; RC {pAN-pA=Ll}

Here Feoruns 2L whence p A =p A =1L is CLuNs-equivalent to p A —p.

After discussing independently of the set theoretical context, let us now
return to the problem in AFS. Two insights are important. (i) If, reasoning
systematically, it is possible to consider A A = A as false, then it is possible to
consider A A ~A A 5B as false, but not conversely. So, given a premise set
I', the more complex condition allows for final consequences of I' that are not
final consequences if all abnormalities have the form A A =A. (ii) As noted in
Section [3] the aim is not to upgrade expressions A 7 B as much as possible to
A D B, but to do so only for specific formulas that are implicative parts of Abs,
viz. Vy(y € {z | A(x)} 3 A(y)) and Vy(y ¢ {z | A(x)} 3 -A(y)). Consider the

formulas
Q(t € {z | A()} A2A()) and Q(t ¢ {z | A(x)} A =—A(1)) (3)

in which ¢ is a set theoretical term and, if it is a variable, Q is a quantifier over
that variable. In view of Abs, the left formula PFS-entails Q(t ¢ {z | A(x)} A
t e {x| A(z)}A=A(t)) and the right formula PFS-entails Q(t € {x | A(z)}At ¢
{z | A(x)} A==A(t)). So a bit of calculation shows that formulas of the forms
in may be safely taken as abnormalities. Proceeding thus, we obtain an
adaptive logic that minimizes inconsistencies in view of abnormalities of the
form A A=A and minimizes uncleanness in view of the abnormalities from .

The conclusion then is as follows. First, unless there are very special reasons
to refrain from applying the defeasible rule in its full generality, the recipe leads
to the following schema, considering multiple local premises (but still restricting
to the lower limit CLuNs).

Al Aq

: : 4
A A, (4)
B AjU...UA,U{AIA...NA, AxB}

Where *5B = B and *B = =B in case the first symbol in B is not =. Call
A1 A...ANAL A xB the typical abnormality for the defeasible rule Ay, ..., A, /B.
There is no reason to prefer abnormalities obtained by dropping one or more
conjuncts of A; A...AA, AxB because if the shorter formula can be considered
as false, then so can the longer one. When one wants to introduce several
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defeasible rules, each of them may be given its typical abnormality. Two points
of attention then are: (i) one should check which rules need to hold in their
formal generality and which should be restricted to specific formulas — the
AF'S case illustrates this candidly — and (ii) one should study the effect of the
typical abnormality of a rule on other rules in view of the logical and conceptual
context — see the example discussed above.

The occurrence of the classical negation = in the typical abnormality may
look like causing trouble in paraconsistent contexts, especially for dialetheists.
The matter will be discussed in Section [5]

When the lower limit logic is not CLuNs, the typical abnormality is easily
adjusted. Two adjustments may be required. (i) Sometimes restrictions on
the subformulas of abnormalities need to be modified or removed. Thus the
restriction A € F° needs sometimes to be replaced, for example by A € F,
in which F is the set of (open and closed) formulas of standard predicative
languages. (ii) Sometimes logical symbols are classical within the considered
lower limit logic, whence we do not need = and * — I actually applied this
already within the present paper. I do not enter this any further as the matter
is mainly technical.

Let us consider some typical abnormalities for other rules. I mentioned
three defeasible rules of inductive generalization. In each of them A, B and C
are disjunctions of literals and there are some further restrictions. The typical
abnormalities for each of the rules can be read off below in somewhat simplified
form — as the lower limit is CL, the standard negation is classical:

- JrA(x) A
VeA(x) {Jz-A(z)} VeA(x) AU{3zA(z) AJz-A(x)}

Jz(B(x) NC(x)) A
Ve(B(z) D C(z)) AU{Iz(B(z) AC(z)) AJz—~(B(z) A—-C(x))}

An inconsistency can be seen as a negation glut: that vy;(A) = 1 justifies
vpr(—A) = 0 on the CL-semantics, but actually vy (—A) = 1. A negation gap
is where vps(A) = 0, which justifies vpr(=A) = 1 on the CL-semantics, and
nevertheless vy (—A) = 0. Along this line, one may consider gluts and gaps
for every logical symbol of the standard predicative language. Adaptive logics
minimizing gaps and gluts were studied [Batens, 2016|. Suppose that --» is a
glutty implication, whereas D is the classical implication. A glutty implication
is obviously not detachable, as there are models in which vp/(A --» B) =1 =
v (A) and vpr(B) = 0. This brings us to something very close to (2). In order
to minimize implication gluts, we want the following rule and abnormality:

A--+B A
A>DB AU{(A--» B)ANAAN-B}
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If glutty implications are combined with glutty negations (and possibly more
oddities), the negation needs to be replaced by <. All glutty and gappy logical
symbols may be given defeasible rules to minimize them and the insight gained
in this section will provide the rules with typical abnormalities.

5. A Puzzle In Inconsistency-Adaptive Logics

Classical negation occurs in the typical abnormalities from the previous
section. Some will see this as problematic in paraconsistent contexts. Of course,
if classical negation is not definable in a paraconsistent logic, one may add it,
possibly forbidding its occurrence in premises and conclusion. Yet especially
dialetheists will have objections to such move as they consider classical negation
as a tonk-like operator. This conclusion is related to the dialetheist view that
all true knowledge should form a single body, phrased within a single language
and organized by The True Logic and that this body is necessarily inconsistent
in view of the Liar paradox, paradoxes of set theory, etc. I shall not discuss
the dialetheist position here, but rather argue that, for two reasons, the typical
abnormalities do not lead to a situation that is at odds with dialetheism.

The first reason is that, due to the structural properties and functioning of
negation, the typical abnormalities do not require that classical negation ever
occurs either in them or elsewhere in a proof. First of all, look at two basic

defeasible rules for negation:2®
—-A A A A (5)
A AU{AN-A} “=A  AU{AA-A}

However, once the adaptive logic is characterized in terms of the Standard
Format, these rules need not be mentioned. Applications of the generic condi-
tional rule RC may be phrased completely in the standard language, without
ever writing a classical negation. Here are two examples, an application of
Disjunctive Syllogism and one of Modus Tollens.

AV B A ADB A
-A S) -B ©
B AUBU{AAN-A} -A AUOU{BA-B}

The classical negation in signifies that, provided the abnormality in-
troduced by the condition can be held to be false, A, respectively = A, can be
considered as consistently false; spelled out, A signifies that A is consistently

28Sometimes the A in the abnormality is restricted, for example to atomic formulas, as is
required when CLuNs is the lower limit logic. Sometimes several defeasible rules are required
as in AFS.
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false and =—A that A is consistently true. In the application of Disjunctive
Syllogism, if the local premises are true and A is consistent, then B is bound to
be true. That A is consistent is nowhere stated. The fact that the conclusion
line is unmarked indicates that (the members of AU© as well as) AA—A can be
held to be false, which means that A is consistent and in that case B is bound
to be true if the local premises are true.?? The reasoning is similar for the
application of Modus Tollens, except that here the consistency of B matters.
The situation is analogous for all applications of the generic conditional rule
RC in CLuNs" and similar inconsistency-adaptive logics.

There is a second reason why the dialetheist should not eschew adaptive
logics. The typical abnormality as defined in Section [4.| works not only with
classical negation, but works equally well with a paraconsistent negation. So
where the symbol = (defining *) in (4] is a negation that is paraconsistent and
not also paracomplete, still works fine: if all members of the condition can
be held to be false, the conclusion follows from the premises.

This comment does not concern , the basic rule for negation. This rule,
or rather both of them, are still unacceptable for the dialetheist because in it the
symbol = in the conclusion needs to be classical. As explained, however, there
is no need for = to occur anywhere in inconsistency-adaptive logics. Yet there
still is a catch. Suppose that the dialetheist position gets generally recognized,
that the methodology of the sciences is spelled out in terms of, say, the LP-
negation |[Priest, 1987|, and that scientists would actually apply LP rather
than requiring, presupposing and sometimes pretending that their theories be
consistent, then the dialetheist might phrase the whole scientific methodology
in terms of adaptive logics based on LP. If the condition is false, the local
conclusion will follow from the local premises. A hindrance for dialetheists will
be that, in the preceding sentence, “false” needs to have the meaning with which
I use it: consistently false, not false as meant by Graham Priest |[Priest, 1987].
The latter meaning is that A is false iff = A is true; this entails that A and
—A are both false in case they are both true, as may happen in paraconsistent
contexts. The situation seems rather crucial. All instances of A A =A and
all instances of A A =A A =B are false in the sense of Priest. There is no
point in asking whether they can be held to be false in view of the premises.
They are false in Priest’s sense, now, yesterday, tomorrow and always because
their negation is true, even logically true: =(A A —A) is an LP-theorem; it is
LP-equivalent to =A V A. From here on I return to my use of false.

Just for the record, a comment on two related negation-like entities. A para-
complete negation, according to which A and its negation may be jointly false,

2 Obviously, from =A V B and A follows B on the condition A A —A.
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is insufficient for adaptive logics to work decently. If the = in is paracom-
plete, the falsehood of the condition is insufficient for the local conclusion to
follow from the local premises. The second negation-like entity is the arrow-
bottom construction, A — L, in which — is a detachable implication and L a
bottom operator.30 This is obviously a kind of negation of A. Dialetheists have
argued that A — L, for — a relevant implication,?! allows them, just as much
as the classical logician or intuitionist, to commit themselves to the falsehood
of a certain statement A in that A — L connects the truth of A to triviality.

Some paragraphs ago, I argued that there is a problem for dialetheists to
apply adaptive logics. Quite unexpectedly, however, there seems to be a way
out. I am not a dialetheist, recently I even got doubts on the viability of
dialetheism. Yet, these doubts are not related to what follows. Consider the
following rules and their typical abnormalities:

-A A A A (6)
A— 1 AU{ﬁA/\ﬁ(A—)L)} -A— L AU{AAﬂ(ﬁA—}J_)}

Dialetheists claim that true inconsistencies are exceptional. So, in non-
exceptional situations, that —A is given justifies one to defeasibly connect A to
triviality and that A is given justifies one to defeasibly connect —A to triviality.

The typical abnormality may look problematic, but it is not. For most
relevant implications, =(A — B) is derivable from A A =B. Where this is the
case, A A\ —A is sufficient to derive both A A —(A — L) and AN —(-A4 — 1)
because —_L is a theorem of LP. To prevent readers from getting overoptimistic,
let me point out that the ‘negation’ ©, defined by ©A =4 A — L, is a
paracomplete negation. Clearly, A V ©A is not a theorem unless the relevant
— is downgraded to a detachable material implication.

It seems to me that the rules and abnormalities in @ look extremely in-
teresting from a dialetheist point of view. They allow dialetheists to express
their commitment to the falsehood of a statement in the sense that the false-
hood of A connects the truth of A to triviality. Moreover, they may do so
without ever using classical negation — dialetheist may continue to catalogue
that as a tonk-like operator. So @ seems to provide a means for dialetheists to
apply an inconsistency-adaptive logic without committing themselves to clas-
sical negation. Exploring the consequences of this insight obviously deserves
a careful study, but that goes beyond the present paper. Moreover, adaptive

30A bottom operator is characterized by the rule “from L to derive A”.

31The intended relevant implications are not those from the well-known and very rich
systems devised by Ackermann |Ackermann, 1956|, Church |Church, 1951| and especially
Anderson and Belnap [Anderson, Belnap 1975; |Anderson et al., 1992| but of much weaker
systems surveyed by Routley |[Routley, 1982| and Brady |Brady, 2006].
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consequences derived on a condition A, remain to be justified in terms of the
joint falsehood, in the dialetheist sense, of the members of A.

6. In Conclusion

The problem I set out to solve concerned cases where one has an idea for
devising an adaptive logic in terms of a defeasible rule. The easier case was
where the set of abnormalities was given together with the lower limit logic for
ampliative adaptive logics or together with the upper limit logic for corrective
adaptive logics. If the idea for the adaptive logic comes in terms of a rule, the
set of abnormalities has to be delineated. I presented an extremely simple and
transparent recipe for doing so and argued that, except for very special cases,
the recipe leads to an adequate result.

A further important point deserves to be mentioned. I have shown that
there is a number of formerly unsolved difficulties for dialetheists who try to
invoke inconsistency-adaptive logics. For me logics are instruments. Instru-
ments may be independent of the philosophical and ideological views of those
who use them. So it seems an important feature that adaptive logics as well as
the proposed recipe work fine for dialetheists. Disagreements with dialetheists
is not an excuse for hiding that, unlike what one might expect, adaptive logics
turn out sensible and useful instruments for them.

A very different conclusion is not about generality but about specificity.
There is a huge number of different adaptive logics of inductive generalization.
This is not only required because of the many disagreements between philo-
sophers of science on inductive methods. It is also necessary in view of the
very different domains of application. To give just one example, the non-logical
terms of one language may be well entrenched technical terms and those of
another language may be taken straight from natural language. Further dif-
ferences will depend on the underlying conceptual framework, on the presence
of articulated observational criteria, and so on. Such differences may have an
effect on the suitability of a specific inductive method. The situation for other
ampliative adaptive logics is analogous.

Similar comments apply to corrective adaptive logics. The upper limit lo-
gic is known beforehand, but there are many ways to approach it: different
strategies, different lower limit logics, and for each combination of a strategy
and lower limit logic, different sets of abnormalities. Of course, not every spe-
cific circumstance determines a single adaptive logic. Nevertheless, the choice
of a suitable adaptive logic will be largely determined by properties of the the-
ory or domain to which it is applied. Mathematical theories have generally
conceptual structures that are much simpler that most empirical theories. So
they usually require a stronger lower limit logic, validating full Replacement
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of Identicals and reducing all statements to truth-functions of literals — truth-
functions in the broad sense including quantifiers. But apart from such rough
classifications, both mathematical and empirical theories will require careful
analysis in order to select the specific non-logical axioms in view of the lower
limit logic. Adaptive mathematical theories |Batens, 2014} Batens, 2019] are a
case in point.

Part of the importance of the present paper and of the recipe is related
to insights that have grown over the years. In the early days, adaptive logics
seemed to present an attractive approach to handle certain problems. Examples
were (i) inconsistencies coming up unexpectedly in a theory that was intended
as consistent or (ii) devising a precise formulation of a given method. By and
large, the impression was that adaptive logics were very general tools that
could be efficiently applied in nearly all circumstances. Only over the years did
it become clear that especially the choice of corrective adaptive logics depends
heavily on the context. When a problem is located, adaptive logics do not
provide one with a tool that in itself warrants success. One has to carefully
choose a language in which to formulate the problem. One has to carefully
select the way in which the theory or the data, in which the problem arises, are
phrased. Recently, especially with the application to Fregean set theories (sic),
it turned out that sometimes one even has to tailor the adaptive logic in view
of its application. On the one hand, this shows to what extend Dudley Shapere
was right in propagating content guidance and learning how to learn [Shapere,
2004]. On the other hand, it made necessary the search for the present recipe:
content guidance provokes more frequently the need for adaptive logics devised
in view of defeasible rules.
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work.
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1. Introduction

After discovering model sets in 1955 and (simultaneously with Stig Kanger)
the possible worlds semantics in 1957, Jaakko Hintikka published his pioneering
work Knowledge and Belief in 1962. This study formulated, by using the frame-
work of model sets (as partial descriptions of possible worlds), the fundamental
ideas of epistemic and doxastic logic. In Models for Modalities (1969) Hintikka
then generalized his approach from knowledge and belief to a general theory of
propositional attitudes (see also |[Hintikka, 1980]). This book includes an art-
icle “On the Logic of Perception” [Hintikka, 1969, where Hintikka proposes to
analyze perceptual statements (with seeing, hearing, and feeling) within modal
logic in a similar way as knowing and believing. This paper used as its tool
the distinction between two ways of cross-identifying individuals in alternative
possible worlds. In a subsequent article “Information, Causality, and the Logic
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of Perception” [Hintikka, 1975a] Hintikka incorporated causal aspects to his
logic of perception.

The logic of perception is an important part of Hintikka’s legacy within
intensional logic. It became an actively studied field in the 1970s and 1980s,
with contributions (among others) by Robert Howell [Howell, 1972, Richmond
Thomason |[Thomason, 1973|, John Bacon |[Bacon, 1979|, Jon Barwise |Bar-
wise, 1981] and James Higginbotham [Higginbotham, 1983] — and from Finland
Ilkka Niiniluoto |Niiniluoto, 1979; Niiniluoto, 1982| and Esa Saarinen [Saarinen,
1983|. But it is fair to say that, while epistemic and doxastic logics have become
more and more popular within philosophical logic and artificial intelligence (see
e.g. Hintikka |Hintikka, 2013| and the important collection edited by van Dit-
marsch and Sandu |[van Ditmarsch, Sandu, 2018]), the logic of perception has
received relatively little attention (see, however, Rantala |Rantala, 2007] and
Bourget [Bourget, 2017]). Apart from some scattered examples by Hintikka,
the article by Aho and Niiniluoto [Aho, Niiniluoto, 1990] has remained the
only systematic investigation of the logic of memory. On the other hand, the
logic of imagination, introduced by Niiniluoto |Niiniluoto, 1983; Niiniluoto,
1985a} Niiniluoto, 1985b| along Hintikka’s lines (see also |[Aho, 1994]), has ex-
perienced a recent renaissance with several new contributions (see [Costa-Leite,
2010; Wansing, 2017} Berto, 2017]).

2. Hintikka on Propositional Attitudes

Let a be a person or agent (a proper name in language) and p a proposition
(a factual statement in language). Then examples of propositional attitudes,
which are relations between a and p, include

K.,p = a knows that p
B,p = a believes that p
Sep = a sees that p

R,p = a remembers that p
I,p = a imagines that p.

According to Hintikka, a general truth condition for an attitude @ can be
formulated as follows:

Sentence ‘a @s that p’ is true in world w if and only if p is true in all
possible worlds which are compatible with what a @s in world w.

Similarly,

Sentence ‘a @s that p’ is false in world w if and only p is false in some
possible world which is compatible with that a @s in world w.
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Here the condition
w’ is compatible with what a @s in w

defines an alternativeness relation for @ in the sense of possible worlds
semantics. Thus, ‘e @s that p’ is true in w if and only if p is true in all
J-alternatives of w.

Immediate consequences of the truth condition for any attitude @ include

21) P4(A— B) = (0,A — ,B)

3

(

(22) T,(A&B) = (9,A& D,B)
( @, T, if T is a tautology

(

)
)
)
24) @A — D(AV B).

When @ is replaced by K, B, S, R, or I, we obtain basic principles for these
specific propositional attitudes. Besides these principles|Hintikka, 1962| argued
that knowledge K (unlike belief B) satisfies the success condition

(K5) KA — A
and the K K-principle
(K6) KoK, A= K,A.

Hintikka’s truth definition for propositional attitudes leads to a problem
which is called logical omniscience in epistemic logic: an agent knows all tau-
tologies and all logical consequences of her knowledge. This is unrealistic, if
knowledge is understood as an actual mental state of a person. Similar prob-
lems arise for “logical omniperception” (in watching an ice hockey match, do
I see that Lionel Messi is playing or Lionel Messi is not playing?) or “logical
omnimemory” (do I remember all logical and mathematical truths as Plato’s
slave boy in Meno?). One solution is to accept that we in fact know and see
tautologies: when S,;p means that according to the perceptions of a it is the
case that p, then trivially a tautology T is true in the actual world and all of its
S-alternatives. But there are also many other more technical solutions to logical
omniscience. Hintikka himself proposed in 1975 the use of “impossible worlds”,
which were developed as “urn models” by Veikko Rantala |[Rantala, 1982|. If
one allows non-normal possible worlds, where ordinary laws of logic are not sat-
isfied, then propositional attitudes do not satisfy closure conditions for logical
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consequence. This proposal has been recently applied in the logic of imagination
as “hyperintensionality” (see |Berto, 2017]). Hintikka also argued that one can
use “small worlds”, which need not include all possible individuals (like Lionel
Messi), and the same restriction can be obtained by Barwise’s “situations” |Bar-
wise, 1981|. Fagin and Halpern proposed an “awareness logic” [Fagin, Halpern,
1985|, where explicit knowledge concerns only such propositions about which
the agent is aware, but this is a very strong restriction, since actual awareness
need not satisfy even the closure condition for conjunctions (cf. (2)).

3. The Logic of Perception

Hintikka’s proposal to treat perception as a propositional attitude
([Hintikka, 1969|) was inspired by Elizabeth Anscombe’s thesis about the in-
tensionality of perceptual ascriptions. It is also related to Edmund Husserl’s
phenomenological approach to intentionality as directness. At the same time
this choice reflects Hintikka’s “neo-Kantian” conviction that perception is thor-
oughly conceptual, always mediated by conceptual schemes. He even blames
Husserl for assuming that in our sensuous experience there exists a non-
conceptual ingredient or hyle, which is changed into an experience about an
object by the act of noesis (see |Hintikka, 1975b, p. 198]). By the same
argument, Hintikka would reject the idea of non-conceptual content in exper-
ience (see e.g. |Crane, 1992|). Perception differs from imagination by the fact
that it involves causal interaction with external objects. With reference to the
psychologist James Gibson’s view of senses as information systems, Hintikka
characterizes perception as a method of reaching information about the world.

The logic of perception can be understood as an attempt to develop an
explicit semantics for sentences containing perceptual terms |Niiniluoto, 1982].
But the truth conditions of perceptual sentences provide also a formal syntax
which exhibits the systematic interconnections between different grammatical
constructions with perceptual terms. Just like epistemic logic shows how ex-
pressions like ‘know who’, ‘know where’, ‘know when’ etc. can be reduced to
propositional ‘know that’(see [Hintikka, 1962|), the logic of perception shows
that ‘seeing that’ is the basic form of perceptual statements. In particular, the
propositionality of perception is reflected in the result that all direct object de
re constructions (about things or events) are reduced to sentences with seeing
that. And, by the intensionality of perception, the truth conditions for state-
ments of the form S,;p have to refer to several alternative possible worlds of
states of affairs at the same time.

Perception is usually understood as a species of knowledge, even though
errors of observation are common (illusions, hallucinations). Evolutionary ar-
guments suggest that human perception is relatively reliable in ordinary cir-
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cumstances. Some early attempts to develop logics of perception imitated epi-
stemic logic. For example, Richmond Thomason |Thomason, 1973| assumed
that seeing satisfies the success condition

(S5) S,A— A
and John Bacon |[Bacon, 1979] suggested an SS-principle
(S6) SuS,A=S,A

But Hintikka realized that it is better to start from a weaker interpretation,
where S,;p means something like ‘it appears to a that p’, ‘it looks to a that
p’ or ‘a seems to see that p’. In this sense, the S-operator does not satisfy
the success condition S5, so that it belongs to the same group of propositional
attitudes as belief. A stronger notion of veridical seeing *.S, which satisfies the
success principle *S,p — p, can be obtained from the weaker S by adding
conditions which are sufficient to guarantee the truth of the perceived p. It is
also interesting to investigate the interplay of the operators K and S |Hintikka,
1975a; Niiniluoto, 1979).

Similar remarks apply the notion of memory |Aho, Niiniluoto, 1990|. As a
propositional attitude, memory is more complex than perception, since ‘a re-
members that p’ allows for many temporal alternatives, where p may be an
eternal, past tense, present tense, or future tense sentence. For example, ‘I re-
member that 5 + 6 = 11’ ‘I remember that Jaakko was lecturing on information
in 1967°, ‘I remember that today is my daughter’s birthday’, and ‘I remember
that tomorrow is my wife’s birthday’. Again memory is relatively reliable, but
mistakes are common. So in the logic of memory one should start from a weak
interpretation of R, which does not satisfy the success principle

(R5) R.A — A,

but a strong notion of remembering *R can be obtained by adding conditions
so that *R,A — A is satisfied. At least for the strong notion we have the
principle that *R,p at t implies (Et' < t)S,p at ¢/, i.e. reliable memories are
based on earlier perceptions. Instead of the RR-thesis (R6) it is plausible to
assume that K,R,A = R,A.

For imagination, which a mental faculty of creating fictional worlds, it
is even more straightforward to observe that the principle I[,A — A is not
valid |Niiniluoto, 1983 |Niiniluoto, 1985a]. Still, it would be too strong to
assume an anti-success principle I;,A — —A, since our imagination may be
accidentally true. It can be debated whether it is possible to imagine phys-
ically impossible or logically contradictory states of affairs (see [Niiniluoto,
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1985b; (Costa-Leite, 2010; Berto, 2017]). Berto, whose dialetheism accepts
the conceivability of real contradictions, gives an affirmative answer to this
question. In order to emphasize imagination as an activity, Wansing analyses
imagination by combining a neighbourhood semantics with a modal logic of
agency [Wansing, 2017].

4. Quantifiers and Propositional Attitudes

The expressive force of Hintikka’s treatment of propositional attitudes is
seen only when we move from propositional logic to a framework with exist-
ential and universal quantifiers. This requires a solution to the problem of
quantifying into an intensional context, i.e. a method of identifying the same
individual in different possible worlds. In Hintikka’s approach, identified indi-
viduals constitute world lines, which as intensional entities serve as interpret-
ations of quantified variables (cf. [Tulenheimo, 2017|). The cross-identification
of individuals can be achieved by two different method: physical (descriptive)
world lines rely on physical properties of individuals, such as their permanent
public attributes and spatio-temporal continuity, while perspectival world lines
depend on the role of individuals in the agent’s perspective. In the case of
perception, the perspectival method identifies those individuals who play the
same role in the visual field of the percipient (cf. [Rantala, 2007]). These two
methods of cross-identification are correlated with two different quantifiers: the
physical existence quantifier is denoted by (Exz) and the perspectival by (3z).
Then the truth conditions for quantified sentences with the S-operator can be
formulated as follows:

1. (Ez)S,A(x) is true at world w if and only if there is a physical world line
f which picks out an individual in each S-alternative w’ of w such that
f(w') satisfies A(z) at w';

2. (3z)S,A(x) is true at world w if and only if there is a perspectival world
line f which picks out an individual in each S-alternative w’ of w such
that f(w') satisfies A(z) at w'.

For example, assume that I meet on the road two familiar brothers, Ville
and Kalle, but I am not able to recognize who is who of them. The worlds
compatible with by perception are two:
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Then the perspectival world line picks out the brother on the left side, i.e.
V and K, while the physical word line identifies Kalle (resp. Ville) in the two
alternative worlds.

According to the causal theory of perception, sense experience is normally
caused by external objects and events in the real world. Hintikka (see [Hintikka,
1975a]) complemented his logic of perception by requiring that perspectival
world lines are extended to the actual world by means of a causal connection.
For example, the line connecting the brother on the left is continued to the
individual who in the actual world has caused the observation. Memory involves
typically two causal processes: first learning that p by perception and then
maintaining this memory content in the mind over time. Due to their temporal
dimension, the world lines for memory are more complex, since they may pick
out temporally extended individuals from possible world histories (see [Aho,
Niiniluoto, 1990]).

With this machinery, we can formalize a variety of different epistemic and
perceptual statements (see |Niiniluoto, 1982|). Examples of sentences with a
direct reference to the object of perception include the following:

(Fx)Kq(z = b) a knows b
(Fz)Sa(x =) a sees b
(Fz)(xr =b& So(3z)(y = x)) a looks at b

The sentence ‘a sees b’ is intensional in the sense that the object b may
be misidentified or a mere illusion. But instead ‘a looks at b implies that
(3z)(x = b), i.e. b exists. The construction of seeing as, which was important
to Ludwig Wittgenstein, has a natural formalization (see [Howell, 1972]):

(Fz)(zr =b& Sa(x =¢)) aseesbasc
(Fz)(z =b& S Fx) a sees b as an F'

Additional examples with a physical quantifier include

(Ez)K,(x =0b) knows who b is

(Ex)Sq(z =b) a sees who b is
Besides perceiving things and states of affair, one may speak about per-
ceiving events, when we allow quantifiers to range over events (or world-line

connecting events in alternative possible worlds). For example, we may distin-
guish between

Sq(Esa runs) a sees that Esa runs

(Je)(e = Esa’s running & S, (3z)(x =e€)) a sees Esa run
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(see |Niiniluoto, 1982|). The former sentence is intensional, so that I can be
mistaken by the observed person or his activity. The latter sentence ‘I see Esa
run’ is known in English as “naked infinitive”. Jon Barwise (see [Barwise, 1981])
proposed in his situation semantics that the sentence ‘I see Esa run’ is true, if
there is a situation which I see and which supports the truth of the sentence ‘Esa
runs’. Seeing a situation is a purely extensional relation for Barwise. Thus, such
extensional perceptual statements are associated with a success condition: if I
see Esa run, then Esa runs. This holds also of the Hintikka style formalization,
which implies that (Je)(e = Esa’s run). In the same way, the statement ‘I see
the birch tree blowing in the wind’ can be formalized by the formula

(Je)(e = the tree is blowing in the wind &S, (3z)(x = €)).

Here Barwise’s extensional success condition is satisfied, but the problem
of his situation semantics is its inability to treat the intensionality of percep-
tion (cf. |Saarinen, 1983; Higginbotham, 1983; [Niiniluoto, 1985a; [Niiniluoto,
1985b]).

In Hintikka’s formalism, one may distinguish the epistemologically import-
ant cases (|Niiniluoto, 1979]):

(Fz)(z =b& Fx & S, Fx) veridical perception
(Fz)(~ Fx & S, Fx) visual illusion
(Fx) (S Fx) & ~ (Fx)((Ey)(y = x) & SeFx) visual hallucination

As an example of hallucination, in the morning after a heavy party I may
see a pink elephant on the wall (F'), but the associated perspectival world line
cannot be extended to the actual world. The sentence

(Fx)(SeFx & Ko ~ Fx)

expresses a conscious illusion: it seems to me that the oar is bent in the water,
even though I know that this is not really the case. Hence, illusions need not
always be mistaken beliefs, as many theories of perception claim.

By combining perceptual and epistemic operators further interesting cases
are obtained (see [Niiniluoto, 1979)):

(Fz)(z = b& So(Fy)(y = z) & Bo(z = ¢)) a visually holds b as ¢
(Fx)(x =0& S.(3y)(y = ) & Ko(3y)(y = x)) a notices b
(Fz)(Sa(Fy)(y = z) & Ko(x = b)) a recognizes b

For similar reasons perception may fail in many ways: don’t look at, don’t
see, don’t notice, don’t recognize.

Corresponding formulations for memory (e.g. ‘I remember you’, ‘I remem-
ber Jaakko lecturing’, ‘I am reminiscing about her’, ‘I remember who this girl
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is’) and imagination (e.g. ‘I am imagining about my friend’, ‘I imagine her as
Anna Karenina’, ‘I imagine that Esa is running’) can be given by the two kinds
of quantifiers combined with the operators R, and I, (see |Aho, Niiniluoto,
1990; Niiniluoto, 1985b]). It is also easy to formulate sentences for remember-
ing when, where, what, and who. But a complete formalization of memory
statements should be combined with temporal logic: the statement ‘I remem-
ber Esa as a young student’ is directed to a person living now, but ‘Jaakko
remembers Godel” should not entail that Godel exists now.

An interesting special feature of memory and imagination is self-
identification. Memories of past event are personal in the sense that the agent
has to be able to place himself or herself in the remembered scene. If I remem-
ber that Jaakko was lecturing in 1967, I have to identify myself as a person in
the audience. David Lewis (see [Lewis, 1979]) has called such epistemic abilities
de se attitudes. More generally, contexts involving de se attitudes may involve
interplay of physical and perspectival identification.

5. Concluding Remarks

The logic of perception is mainly interesting for epistemology and philo-
sophy of language, but it may have potential applications with the psychology of
perception and cognitive neuroscience. Hintikka himself was excited by the fact
that his philosophical distinction between the physical and perspectival meth-
ods of cross-identification has a counterpart within neuroscience: the what- and
where-systems of visual perception |Vaina, 1990] and the semantic and episodic
memory |Tulving, 1972] (see |[Hintikka, 1990; |[Hintikka, Symons, 2003]). But
while the neuroscientists have postulated two different kinds of visual percep-
tion or memory, Hintikka’s system is more economical, as it assumes only one
perceptual operator (seeing that) or memory operator (remembering that).

Given the strong emphasis on the concept-laden nature of perception and
memory, one may ask whether the Hintikka-type of approach is applicable to an-
imals and children before they have learnt a symbolic language. One possibility
is that the logic of perception is a third-person analysis of perceptual processes
independently whether the agent has linguistic abilities. But Hintikka’s own
discussion seems to assume that the framework describes perceptual experiences
of actual subjects. Then one might surmise that the physical cross-identification
is not yet successful for a creature on the pre-linguistic level, as this presup-
poses mastery of temporal and spatial concepts and the objective distinction
between “you” and “me”. Perspectival cross-identification is simpler, as it al-
lows a dog to “know” its master or a child to “know” her mother. The formula
‘a looks at b’ presupposes only that a is able to see b as an existing object
separate from its environment, which is possible already in the pre-conceptual
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level of consciousness. But here it is somewhat perplexing that Tulving ar-
gues that animals possess the semantic memory but lack the episodic memory
(see |Tulving, 1972]). Perhaps such animal abilities should be formalized by
statements involving remember-how in analogy with know-how.

Similar question arise, if the logic of perception and the logic of memory
are applied to theories and practices of artificial intelligence, such as pattern
recognition and machine learning. There the human agent is replaced by a
robot or a self-regulating computer program, which does not have intentional
mentality or de se attitudes. Still, such machines can be taught to be in causal
interaction with their environment, to store perceptual data and to use them
in recognition and inference.
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1. Introduction

Logic is about arguments. Arguments are expressed in languages; and for
modern logicians, these are formal languages. For such a language, a metalan-
guage is a language which can express — amongst other things — statements
about that language and its properties. And a metatheory is a theory couched
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in that language concerning how some of those notions behave. Two such no-
tions that have been of particular interest to modern logicians — for obvious
reasons — are truth and validity. These notions are notoriously, however, deeply
entangled in paradox. A standard move, since Tarski’s Warheitsbegri |Tarski,
1935] is to take the metalanguage to be distinct from language in question, and
so avoid the paradoxes.

I think that most logicians would now agree with Tarski that this move is
just an artifice — one with little justification other than to avoid contradiction.
Natural languages, in which, of course, such paradoxes find their home, most
certainly do not seem to be structured in this hierarchical fashion.

One of the attractions of a dialetheic approach to the paradoxes of self-
reference is that this move may be avoided. One may have a language with the
expressive power to talk about — among other things — itself, and a theory in
that language about how notions such as truth and validity for that language
behave. The contradictions delivered by these notions are forthcoming, but
they are quarantined by the use of a paraconsistent logic.

The point of this paper is to discuss this project, the extent to which it has
been successful, and the places where issues still remain. In the first part of the
paper I will discuss truth; in the second and much longer part, I will discuss
validity.

2. Truth

As far as truth is concerned, what we need is a language which contains
a way of referring to its own sentences, and a truth predicate that applies to
these. Asis now standard, a simple way of talking about sentences is to suppose
that our theory contains arithmetic, and use a godel coding. I will assume this
in what follows. In particular, given any sentence, A, of the language, 1 will
write (A) for the numeral of the godel code of A. This is its name.

The theory must also tell us how truth behaves. Given that avoiding para-
dox is no longer necessary, the natural and obvious thought is that it should
deliver all instances of the T-schema:

o T(A)iff A

There is a question about how to understand the ‘iff” here, and there are various
possibilities. One is as the biconditional of some relevant logic, <»; another is
as bi-deducibility, —-; another is as a material biconditional, = (where A = B
is (FAV B) A (B V A)). Given some simple assumptions, the first of these
options is the strongest. In particular, any results about what cannot be proved
using this notion of conditionality carry over to the weaker notions. So let me
discuss this option.
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Take the logic of our theory to be an appropriate relevant logic;! and take a
theory in this logic which contains enough arithmetic, plus the axiom schema:

o T(A) & A

for any closed sentence, A. It is now well known that such a theory is incon-
sistent but non-trivial. Thus, one can show that some sentences are both true
and not true — for example, the sentence L of the form —7" (L). However, one
cannot prove everything. In particular, any sentence in the —-free fragment
in the language which is grounded in Kripke’s sense [Kripke, 1975] behaves
consistently. The proof of this and references may be found in |Priest, 2008
§ 8.

Of course, one may wish for more from a theory of truth than this. In
particular, Tarski showed how to give a theory of truth in which truth condi-
tions are given recursively, and the T-Scheme is then proved. One can do this
too. What is essentially the Tarski construction can also be carried out in a
paraconsistent logic. The details of the construction can be found in [Priest,
1987, ch. 9|.

Before we move on to validity, let me make a couple of comments on two
notions cognate with truth: satisfaction and denotation. The construction
which shows the non-triviality of the T-Schema may be used to establish the
non-triviality of the (one-place) Satisfaction-Schema:?

o yS(A) + A,(y)

where S is the satisfaction predicate, A is any formula of one free variable, x,
and A, (y) is the result of substituting y for = in A (relabelling bound variables
if necessary to avoid a clash).

We may define the denotation predicate, D, in the obvious way: (t) Dy :=
yS (xz = t), where t is any (closed) term, to deliver the Denotation Schema:

o ty Dy<ry=t

The same results then follow for denotation.

There is an extra complication in this case, however. I have tacitly as-
sumed that the language we are dealing with till now does not contain de-
scriptive terms. If we add such terms to the language, complications arise in
the case of denotation. Non-triviality results are obtainable, at least when the

!Exactly what this is, we do not need to go into here. But I assume that the logic contains
the Principle of Excluded Middle, = A V —A, but not Absorption, A — (A — B) = A — B.
A suitable such logic is BX. See |Priest, 2008, 10.4a.12].

2And its generalisation to an arbitrary number of free variables.
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biconditional of the Scheme is bi-deducibility.?> However, matters are less than
straightforward, since they are entangled with assumptions one makes about
denotation.

3. Validity: Preliminary Considerations

Let us now move from truth to the somewhat move vexed notion of validity;
and let us start by getting some relatively straightforward matters out of the
way.

In modern logic, validity can be defined syntactically, in terms of some
proof system, or semantically, in terms of interpretations of the language. Any
axiomatic theory that contains arithmetic can define its own syntactic validity
relation, at least for finite premise-sets. Thus, given an axiom system for the
theory, whose axioms are the members of some decidable set X, then if Y is
finite set of sentences, Y + A iff there is a finite sequence of formulas, A1, ..., 4,
such that A is A,, and for any ¢ < n, A; is either in X, or in Y, or follows from
some sentences earlier in the sequence by some rule of inference. All this can be
expressed in arithmetic in a familiar fashion. Nothing about paraconsistency
changes this matter.

Of course, if the arithmetic theory is axiomatic and consistent, it cannot
prove its own consistency. On the other hand, there are complete and incon-
sistent arithmetics based on a paraconsistent logic which can prove their own
non-triviality.*

So let us switch our attention to a semantic definition of validity. According
to such a definition, X = A iff every interpretation (appropriate for the logic
in question) which makes all the members of X true makes A true. First, note
that the notion of truth here is truth-in-an-interpretation, not truth simpliciter.
Of course, one might hope that there is some interpretation such that truth in
that interpretation is extensionally equivalent to truth simpliciter (a standard
interpretation); but such is not required for a definition of validity. Next,
note the the notion of an interpretation, as it is standardly understood, is
a set-theoretic one. (An interpretation comprises a domain of quantification,
a denotation function, etc.) Hence, to give such a definition requires one to
deploy the language of set theory.

How to do so is familiar to anyone with a knowledge of the elements of
model-theory. Thus, suppose our language is that of first-order set-theory, and
our theory is ZF'C'. Then, given any language, L, and a notion of interpretation
for that language, we can define the relation X = A in a straightforward
fashion. In particular, L can be the language of first-order set theory, and the

3See [Priest, 1998} [Priest, 1999| and |Priest, 2005, ch. 8].
4See |Priest, 1987, 17.4].
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notion of interpretation can be that of classical logic. The notion of validity
defined can then be the one deployed in ZFC. In that sense, ZFC can define
its own validity relation.

What it cannot do, at least if ZFC'is consistent, is to prove that there is a
standard model. That is, it cannot establish the existence of an interpretation,
I, such for any sentence, A, in the language of set theory, (A) is true in [ iff A.
This fact deprives us of a rationale as to why one may legitimately deploy this
notion of validity when reasoning in ZFC' itself — where we are, presumably,
interested in deploying a notion of validity that preserves truth simpliciter. It is
not at all obvious how to address this issue. Probably the best known approach
is to apply the notion of informal rigour, as suggested by [Kreisel, 1967|.

4. Paraconsisent Validity

Having got these matters straight, let us now turn to the issue of a model-
theoretic definition of validity appropriate for a dialetheic solution to the para-
doxes of self-reference using a paraconsistent logic.

Of course, if one holds that ZFC' is the correct set theory, matters are ex-
actly the same as in the case of classical logic. One simply replaces the notion
of a classical interpretation with that of the notion of interpretation appropri-
ate for the paraconsistent logic at hand. This approach is hardly available to
someone who endorses a dialetheic solution to the paradoxes of set-theory, how-
ever. For in such an approach one endorses the naive comprehension schema:

o daVy(y € z iff A)

where A is arbitrary.> The set-theoretic paradoxes are then forthcoming, but
they are quarantined by the use of the paraconsistent logic. Naturally, this
commits one to a set-theory quite different from ZFC.

And here we meet our first real problem. What is that set theory? The
matter turns again on how one is to understand the conditional ‘iff’ in the
schema. There are presently two approaches to the problem. The first is to
take the underlying logic of the theory to be an appropriate relevant logic,
and take the biconditional to be that of this logic. This approach has been
developed at greatest length by Weber |[Weber, 2010; Weber, 2012|, who has
shown how to prove most of the standard results concerning ordinal and cardinal
arithmetic (and many other interesting things) in this theory. The theory is
also known to be non-trivial, due to a proof of Brady.® It is also clear that the

5Even if one insists that & does not occur free in A, the more general case follows. A
proof of this for set theory based on a substructural logic can be found in |Cantini, 2003,
Theorem 3.20]. The same proof works in relevant logic.

For discussion and references, see, again, [Priest, 2002} § 8].
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standard model-theoretic definition of validity can be given for the logic used.
One simply defines it and the notions it requires in the obvious way. One has at
one’s disposal, after all, the naive comprehension schema. Unfortunately, it is
not known how much of standard model theory can be established in this way,
since the usual proofs deploy inferences not available in the theory. Naturally,
the definitions themselves are not much good unless we can show that the
notions defined have at least some minimal properties, such as that the proof
system of the logic is sound with respect to the notion of validity. Until more is
known about these matters, it is impossible to say anything much for the issue
at hand.”

A quite different approach to paraconsistent set theory is to take its underly-
ing logic to be that of the paraconsistent logic L P, and to take the biconditional
in the comprehension scheme to be the material biconditional of that logic.® If
one takes this approach then, since the conditional of this logic does not detach,
one cannot prove anything much from the set theoretic axioms. A different ap-
proach is required. This is itself model-theoretic. It can be shown that there
are interpretations of the language of set-theory which are models of both the
naive comprehension schema and all the theorems of ZFC. The set of sen-
tences true in such models is inconsistent, since one can prove paradoxes such
as Russell’s, but non-trivial. And now, if one may assume that the universe
of sets — or universes of sets if there is more than one — is/are given by such
(an) interpretation(s), then one may simply help oneself to anything that can
be engineered in Z F'C, including the definition of validity for the logic LP, and
all those results about it that may be proved.?

One thing that this approach can do, which can not be done classically, to
deliver us a standard model. For it can be shown that there are interpretations
of the kind just indicated in which all instances of the following are true:

e Jz(z is an LP interpretation A(A = (z IFT (A))))

"In [Weber, 2016], Weber shows one way in which semantic validity may be defined for
propositional logic, and proves soundness and completeness. His approach comes with a steep
downside, however: every inference is invalid (though some are valid too). Non-triviality
proofs also become trivially easy, and so somewhat vacuous. It seems to me that many of the
problems arise because Weber endorses the exclusivity of truth and falsity in an interpretation
(p- 539). This assumption, it seems to me, could be jettisoned. However, this is not the place
to go into that matter.

8This account of set-theory is proposed in the second edition of |Priest, 1987, ch. 18], and
explored at greater length in [Priest, 2017, §§ 10-12].

“Naturally, one may ask why such an assumption is justified. Perhaps there is no better
answer than that it seems to validate the things we take to be true of sets — though of course
it does not justify these beliefs.
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(Here, IF* denotes truth in a LP interpretation.) Assuming, again, that the
universe(s) of sets is (are) like this then justifies the application of this notion of
validity in reasoning about sets. Of course, one might reject the claim that the
“intended” models of set theory do contain a standard model. In that case, we
would be no worse off than in the classical case, and we would have to deploy
some strategy such as Kreisel’s in an attempt to justify using LP to reason
about sets.

A second positive fact about this notion of validity, is that it solves a version
of the validity-Curry paradox, first proposed by [Beall, Murzi, 2013|. Let us
write V((A), (B)) to express the fact that the inference from A to B is valid.
By standard techniques of self-reference, we can construct a sentence, D, of the
form V((D), (L)), where L is a logical constant such that, in LP, L = A, for
any A. Then there is a natural argument for 1. This argument fails in the
models we are dealing with, since they are closed under LP consequence, and
they are not trivial. Where the argument breaks down may depend on exactly
how it is formulated; but essentially, it fails due to the invalidity of material
detachment.'®

5. Validity and Detachment

In the last couple of sections, I will take up two issues arising from this
account of validity. In what follows, I will stick to the one-premise case of
validity for simplicity. The considerations clearly carry over the general case.

The first issue concerns the fact that if we define validity in the way de-
scribed, the connection between the premises of a valid inference and its con-
clusion is only a material one.!! The definition of validity has the following

form:12

o VI(IIF* A D IIF B)

Even though an inference is valid, then, the move from I IF* A to I IFT B
is not valid in LP. And if I is the standard model, the same goes for truth
simpliciter. This does not mean that no inference from the first to the second is
possible. Failure of detachment occurs in LP only when the antecedent of the
conditional is both true and false. Hence the move is legitimate provided that
this is not the case. This observation can be built into a formal non-monotonic
logic, LPm, in which the inference from C' and C' D D to D is a valid default

10For further discussion, see |Priest, 2017, § 4.2].

"The following comes from |Priest, 2017} § 14].

12|+ is a relationship between an interpretation and a sentence, so it would be more correct
to write the relation as I IF* (A). However, here and in what follows I omit the quotation
marks, as logicians usually do.
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inference.'® Using LPm, we can then move from I IF+ A to I IFT B provided
that we do not have I I A as well (which is quite different from I IFT —A).

However, it remains the case that this is a default inference. What is the
significance of this? This depends on how one understands the model-theory.
A straightforward way to understand the model-theoretic definition of validity is
as specifying the meaning of ‘valid’. In this case, even valid deductive inferences
are, in the last instance, default inferences.

It might be thought odd to have the validity of a deductive inference groun-
ded in a defeasible inference. But a little thought may assuage this worry.
The difference between a material I IF+ A > I IFT B and a detachable
I'FT A — TIFT Bis not as great as might be thought. Both are simply true
(or false) statements. Inference, by contrast, is an action. Given the premises
of an argument, an inference is a jump to a new state. No number of truths is
the same thing as a jump. (This is the moral of Lewis Carroll’s celebrated dia-
logue between Achilles and the Tortoise [Carroll, 1895|.) None the less, truths
of a certain kind may ground the jump, in the sense of making it a reasonable
action. There is no reason why a sentence of the form C' © D may not do this,
just as much as one of the form C' — D. It is just that one of the latter kind
always does so, while one of the former kind does so only sometimes (normally).

If it is not clear how a defeasible warrant for an action can work, merely
consider sentences of the form:

(*) You promised to do .

The truth of (*) is normally a ground for doing x, in the sense of making it
reasonable to do so. But, to use a celebrated example, suppose that (*) is true,
where the z in question is the returning of a weapon to a certain person. And
suppose that the person comes requesting the weapon, but you know that they
intend to use it to commit murder. Then the truth of (*) does not, in this
context, ground the action. So with validity and the material conditional: the
truth of a sentence of a certain kind may ground an appropriate action in
normal circumstances, but fail to do so in unusual circumstances.

Another way to take the model-theoretic account of validity is as providing,
not the meaning of ‘valid’, but merely an extensional characterisation of what
is valid. The meaning of ‘valid’ itself can be characterised in a different way, say
proof-theoretically (or simply taken as an indefinable primitive). The model-
theoretic account merely gives us a characterisation of what inferences are or
are not deductively valid — nothing more. Valid inferences can then simply
license detachment of their conclusions, though this aspect of things may not
be captured by the characterisation. In a similar way, an inferentialist who

13See the second edition of |Priest, 1987, ch. 16].
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takes validity to be defined in terms of the meanings of the logical constants,
spelled out in terms of introduction and elimination rules, may yet hold that a
model-theoretic definition of validity delivers an extensionally equivalent char-
acterisation (if sound and complete), though this may miss aspects of validity
itself.

6. Dialetheic Validity

The second issue I will take up concerns the extent to which validity is
itself a dialetheic notion. Let us suppose that we are working within one of the
models of the kind we saw to exist in §4; and let us suppose that the model
does verify the existence of a standard model.

The following argument is due, in effect, to Young [Young, 2005|. Let M
be the standard model. Then given the resources of self-reference, we can find
a sentence, D, of the form M If™ D. The facts about the standard model then
deliver:

e MIF* D = MW+ D

It follows in LP that M -t D A M | D. Since A,—B = —(A D B), it also
follows that

e ~(M I+ D > M-+ D)

So Jz—(z v+ D D x Ikt D), ie, -Vo(x " D O z IFT D). That is,
the inference from D to D is invalid. It follows that p [~ p, since p has an
invalid substitution instance — even though p |= p as well. Perhaps this is not
surprising. Truth is intimately connected with validity — at least when we have
a standard model around. So one might expect self-referential constructions to
deliver inconsistencies concerning validity; and the inference from p to p is not
a terribly useful one!

It might be thought that Young’s argument can be extended to establish
that other valid inferences are also invalid. Thus, consider, for example, the
inference from p A g to p. If we could show that:

e 1] =(MIF*DAD > M I+ D)

we would have a similar counter-example. Now, the truth conditions for con-
junction give us:

e [ DAD = ITI-"D ATIFTD
or equivalently:

e 2] IIF"DAD = IIF" D
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In LP material equivalents are inter-substitutable, in the sense that A = B |=
C(A) = C(B).* So from [2], when I is M, we have:

o «(MIFD > M D)y=~(MIF DAD > MIF D)

But we cannot infer [1] because of the failure of detachment for the material
biconditional. The inference is not even a valid default inference, since we know
that the left hand side is contradictory. The same sort of problem is going to
beset similar extensions of Young’s argument to other inferences.

At present, it is not known how inconsistent validity is on the approach un-
der consideration. The natural generalisation of Young’s argument does not go
through, but that does not mean that there are no others; and at present, there
are no arguments which establish that the domain of inconsistency concerning
validity is bounded, of the kind that show this for truth. This is, hence, an
area where more work is required.

But let us suppose a worst case scenario: every inference is invalid. How
damaging a conclusion would this be? Less than one might have thought.
(Certainly, much less than a conclusion to the effect that every sentence is not
true.) One should remember that every inference is an instance of some formally
invalid inference (e.g., p - ¢). An inference is acceptable if it is a substitution
instance of some formally valid inference. Thus, it is perfectly acceptable to
use an inference that is formally valid — it’s a substitution instance of itself —
even if it is invalid too!!®

1Gee [Priest, 2017, 2.3].

15T note that there is a way to avoid conclusions to the effect that some valid inferences
are invalid, whether they are arguments of Weber’s kind or of Young’s kind. The definition
of semantic validity given in |Priest, 1987 5.2], is slightly different from the one considered
above. It uses a truth predicate, and amounts to this:

e AEBIsVIT(IIFt A = II+* B)

(where = is either — or D, depending on how one thinks of the underlying set theory). Of
course, given the T-Schema, this makes no difference to what is valid. However, it may well
make a difference to what is invalid. One can establish that -(M IF* D = M ™ D), and
soT(~(M IF" D = M IF" D)); but one cannot establish that =7 (M I-* D = M I-* D)
unless negation commutes with truth; that is, unless the T-schema contraposes. There are
reasons to suppose that it does not. See |Priest, 1987, 4.6]. A reader of the 1987 text would
probably not even have noticed the use of truth in the definition there, or might have supposed
its use to be merely stylistic. It would not be unreasonable to do so. Indeed, I myself have
ignored this subtlety ever since. However, the use of the truth predicate was not an innocent
one: I phrased the definition like this precisely because I thought that arguments of the kind
in question might be possible.
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7. Conclusion

We have now looked at many of the most important aspects of a dialetheic
account of metatheory. While it can hardly be claimed that all of these are
resolved, the project seems in a more than satisfactory state.

Acknowledgements. Many thanks go to Zach Weber for comments on an earlier
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1. Godel incompleteness theorem

Let L be the language of arithmetic, consisting of
- variables, xg,x1, 2,9, ...

- logical constants: —,V,dz,=

- nonlogical constants: 0,S, +, X.

(Here ‘0’ is an individual constant, ‘S’; is a one-place function symbol and ‘+”,
and ‘x’ are two place function symbols.)

From these items, the terms and formulas of the language of L are formed
in the standard way.

As Tarski observed, the object language of a formalized science, comes
together with a theory, usually given by listing its axioms and rules of inference.
In our case the starting point is the theory @ (minimal arithmetic) which is the
set of logical consequences of the following axioms:
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1. VaVy(Sz = Sy — = = y)

2. Vz(Sz # 0)

3. Vo(z # 0 — Jy(s = Sy))

4. Vz(zr +0 = 1)

5. VaVy(z + Sy = S(z +v))

6. Vz(z x 0 =0)

7. VaVy(z x Sy = (x X y) + ).

Notice that this theory is finitely axiomatizable. The language of @ is inter-
preted in a metalanguage in which ‘0’ is assigned the the natural number zero,
‘S’ is assigned the successor function, ‘+’ is assigned the operation of addition
‘x’ is assigned multiplication. It is known that () is a rather strong theory
which is able to represent all recursive functions (in a technical sense of the
notion of ‘representation’, which is assumed to be known. It is also known that
@ defines (in a technical sense assumed to be known) its own syntax and many
semantical notions. This happens, as shown by Godel, via the notion of godel
numbering. As a result, each term t in the language L gets associated with a
godel number "t7; and each formula A receives its gddel number "A™. Recalling
that every natural number m has a name m in L, where m is an abbreviation
for (the numeral) (m times), we see that every term t and every formula

)

| SS... 0. : ; |
A have names in the arithmetical language, "t and "A™, respectively. This

fact, together with the ones mentioned earlier, makes possible to introduce, for
any formula A in the language of arithmetic, the diagonalization of A, which
is the expression

Jr(x =TATAA).

When A is a formula with one free variable, then we see that asserting the
diagonalization of A amounts to predicating A of its own gbédel number.

From Godel’s results, it follows that for any theory T extending @, the
set of gédel numbers of theorems of T is not definable in 7', from which it
can be further inferred that the set of Gddel numbers of true arithmetical
sentences (“true in the standard model”) is not definable. This last statement is
usually known as “Tarski’s theorem”; it is somehow debatable in the literature
whether Godel himself was aware of this result or not, but this matter will not
concern us here. The first statement is standardly proved by reductio using the



62 Gabriel Sandu

diagonalisation lemma which asserts that for any theory T which extends @,
for any formula B(y) there is a sentence A such that

T+ A ~B(CAY).

The second statement follows directly from it, by observing that the set of
true arithmetical sentences is an extension of Q.

The variant of the Goédel’s incompleteness theorem we are interested in is
proved by first showing that for every extension T of () there is a formula
Prp(z) in the language of arithmetic which has the form JyProvr(z,y) and is
such that for any sentence A in the language of arithmetic:

e T+ A if and only if JyProvp("A7,y) is true (in the standard model)
if and only if for some natural number m, Provp(TA7, m) is true if and
only if (given the representability of Provr in Q), Q F Provp("A7, m)
for some m.

Here Provr(z,y) is a primitive recursive formula, that is, a formula which
contains only bounded quantifiers and is closed under the standard propos-
itional connectives. Thus, from the above we get that if T - A then
Q + Provp("A7,m) for some m, and given that T is an extension of @ we
also get T+ JyProvr("A,y), i.e., T = Pr("A™). Now applying the Diagon-
alization lemma to the formula JyProvp("A™7, y) Godel showed that there is a
sentence, usually denoted by G such that

T+ G+ —3yProvr("G,y)

The sentence G is called a Gddel sentence for T. 1t is taken to say: “I am
unprovable”.

We recall that a theory T is called w—inconsistent if there is a formula F(z)
such that 7'+ JzF(z) but T + =F(0), T + =F(1), T + =F(2),...(for every
natural number 0,1,2,...). T is called w—consistent if it is not w—inconsistent.
Now Godel proved

Theorem 1. (Gddel First Incompleteness Theorem). Let T' be a consistent,
axiomatizable extension of Q and let G be a Gddel sentence forT'. Then T ¥ G.
If T is w—consistent, then T ¥ —-G.

The proof is well known but we rehearse it here (we follow Boolos, Jeffrey
and Burgess), because it serves as a basis for extracting, later on, a se-
mantic argument. Suppose that T - G. Hence, by our previous comments,
JyProvr("G,y) is true (in the standard model) and by a well known res-
ult, @ + JyProvr("G7,y); given that T is an extension of @) we also have
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T + JyProvr("G,y). From the Diagonalization lemma we also know that
T + =3yProvp("G™,y). Thus T is inconsistent, a contradition. Hence T ¥ G.
For the second claim, suppose that T+ —G. By the diagonalization lemma,
T + JyProvp("G7,y). But given that T is consistent and 7'+ -G, we must
have T ¥ (. This implies that for no natural number n, n is the code of a proof
of G in T, that is, =Provp("G™,0), =Provp("G™,1), =Provp("G™,2)..., are
all true (in the standard model), where each of these formulas are primitive re-
cursive. Hence Q F =Prov("G™,0), Q - =Prov("G™,1), Q@ - =Prov("G™, 2)....
and since T is an extension of  we also have T' + —Prov("G,0), T
—Prov("G, 1), T+ =Prov("G™,2).... Hence T is w—inconsistent, which con-
tradicts our assumption. We conclude T ¥ —G.

After reviewing these results, let us return to the question which is the
main concern in this paper, namely Gdodel’s method to produce undecidable
sentences such as G, and especially a claim often made in this connection to
the effect that these sentences are true and recognized to be true. Here is, for
instance, how Dummett describes Godel’s result:

By Godel’s theorem there exists, for an intuitively correct formal
system for elementary arithmetic, a statement [G] expressible in
the system but not provable in it, which not only is true but can be
recognized by us to be true... [Dummett, 1963|.

The puzzling question is: how do we “recognize”’ that G (or any statement
equivalent to it) is true?

The above proof of the theorem does not give an explicit argument about
how we come to recognize G as true, neither did Godel provide one. But it is
not very difficult to extract one. From the Diagonalization lemma we know that
the statement G is equivalent to a universal statement, viz. —=3yProvr("G™,y)
(i..e Vy=Provp("G™,y)). From the second part of the proof we see that every
numerical instance is provable (and true) in the system. Since G is the universal
quantification over all these numerical instances, then G is true. Of course in
this last step we rely on our grasp of the standard model (this is what the
w—consistency is supposed to ensure).

In fact, this is Dummett’s argument for the truth of Godel’s sentence:

The statement [G] is of the form VxA(z),where each one of the
statements A(0),A(1),A(2),...is true: since A(zx) is recursive, the
notion of truth for these statements is unproblematic. Since each
of the statements A(0),A(1),A(2),...is true in every model of the
formal system, every model of the system in which G is false must
be a non-standard model...whenever, for some predicate B(z), we
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can recognize all of the statements B(0),B(1),BA(2), ...as true in the
standard model, then we can recognize that VzA(x) is true in that
model. This fact ...we know on the strength of our clear intuitive
conception of the structure of the model [Dummett, 1963 p. 191].

As we see from this quote, we come to appreciate that the undecidable Godel
sentence G for @) is true not by working inside the system but rather by con-
ducting a so called semantical argument which makes an essential use of the
concept of truth itself. Dummett is not the only one to have seen the import-
ance of semantical arguments. There is another semantical argument which
uses the truth predicate, distinct from Dummett’s argument, which goes back
to Alfred Tarski |Tarski, 1956]. In order to present it, we need to say somehting
about arithmetical induction.

The system ) of minimal arithmetic is knowingly defficient in that it fails
to prove many universal statements about numbers which are usually proved
by mathematical induction. Typically, if we want to prove that every number
has a given property, we prove it by showing that 0 has that property, and then
we show, from the assumption that an arbitrary number x has that property,
that the successor Sz has that property. To accommodate induction one needs
a more adequate set of axioms for number theory. To this effect we add to the
7 axioms of the system @ all sentences of the form

8. [A(0) AVz(A(z) — A(S(x))] — VzA(x)

(8) is usually known as the Induction aziom scheme. The theory which is the
set of all sentences in the language of arithmetic which are logical consequences
of (1)—(8) is known as Peano Arithmetic (PA). It is a simple mathematical
fact that definability and representability in () entail definability and repres-
entability in any extension of () and thus in PA in particular. From now on we
shall operate with PA. Tarski’s semantical argument which proves the truth
of the Gddelian statement G for PA, uses a universal statement which cannot
be proved in @ but needs PA.

1.1. The representability of the syntax in arithmetic

Tarski’s truth-definition for arithmetic exploits the representability of the
syntax of PA in PA.

It is a mathematical fact that there are functions f-, fv, f3 defined on the
natural numbers such that the following hold:

- f2(TAT) =T=A", for every formula A in the object language;

- fW(TAT,"BT) =T AV B™, for every formulas A, B in the object language;

- fa(CA" n) =3z, A7, for every formula A and natural number n.
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There is also a function fg,; (the susbstitution function) which has the

property:
foup(TAT, T2y, TE7) = TA(E)”

for every formula A in the language of arithmetic, variable x; and term ¢ in the
same language.

All these functions are recursive, thus representable in ) and hence in
PA which means there are formulas Neg(z,y), Dis(z,vy,2), Ex(x,y, z) and
Sub(x,y, z,w) in the language of arithmetics so that for all formulas A, B,
term ¢, and natural number n we have

a) PAFVy(Neg(CAYy) «»y="=A47)

b) PAFVy(Dis("TA,"By)«<y="AV B")

c) PAFVy (Ex(E, n,y) <y = M)

d) PAF Yy (Sub(CA%, Tei 0, T, y) ¢ y = TA())

Similarly, the function f— on the natural numbers such that
Fo (T, TS =Tt =57

for all terms ¢, s in the language of arithmetic is representable in PA by, say,
the expression Id(z, g, z), that is,

PAFVYy(Id("t","s\y) «<y="t=s").
If in (a) we instantiate y with "=A™ we get

PAF Neg(CAT,T=AT) 3 TmAT =T=AT.

The formula on the right side is a theorem of the predicate calculus (with
identity), hence PA proves it. Thus PAF Neg("A™,"=A7). We can show that
for each formula A of the object language there is exactly one formula B of the
object laguage such that PA+ Neg("A™,"B™) and B is = A. Therefore we can
take Neg to be a function and write Neg("A™) ="-A"

In a similar way we can also take Dis, Ex, Sub, Id, Less to be also functions.
Thus we shall have

a*) PAF Neg("A™) ="=A", for every formula A in the object language.

b*) PAF Dis(CTA","B™) = "AV B7, for every formulas A, B in the object
language
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c*) PAF Ex("A7 n) = "3z, A7, for every formula A in the object language
and natural number n.

d*) PAE Sub("A™, "z, 7,7t =T A(t)", for every formula A and term ¢ of the
object language and every natural number 3.

e*) PAF Id("t7,"s7) ="t = s7, for all terms ¢, s of the object language.

In a similar way it can be shown that PA defines its own syntax: being a closed
term, a variable, a formula and a sentence (of the language of arithmetic). That
is, there are formulas ct(z), var(zx), form(z) and sen(z) in the object language
such that the following holds:

f) PAt ct("tD), for every closed term t.

g) PAF var("x;"), for every natural number 4.
h) PAF form("A™), for every formula A.

j) PAF sen("A7), for every closed sentence A.

PA also defines some semantical properties. There is a formula Den(x) in the
object language (that we can take to be a function) such that

k) PAF t = s < Den("t") = Den("s?), for all terms ¢,s in the object
language.

2. Tarski’s truth theory

In the case of Tarski’s truth theory for arithmetic we do not need to go via
the notion of satisfaction but use directly the truth-predicate Tr. The reason
for this is that each natural number has a name in the object language.

The axioms of the truth-definition are given in the metalanguage containing
Tr is a predicate symbol:

Ax1 Vz(Tr(x) — sen(x))
(If z is true, then x is of a sentence)
Ax2 VaVy(ct(z) A ct(y) — (Tr(ld(z,y)) <> Den(x) = Den(y)))

(The identity between two closed terms z and y is true iff their denotations are
the same)

Ax3 Vz(Sen(z) — (Tr(Neg(x)) <» —Tr(x)))

(The negation of the sentence is true iff the sentence is not true)
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Ax4 VaVy(sen(x) A sen(y) — (T'r(Dis(x,y)) <> Tr(z) VITr(y)))
(A disjunction is true iff either sentence is true)

Ax5 VxiVra(form(z1) A wvar(za) — (Tr(Ex(x1,22)) <
Ft(Tr(Sub(zy,z2,1))))

(An existential sentence is true iff there is a closed term ¢ such that the sentence
which is the result of the substitution of the free variable x3 in x; by ¢ is true.)

Let PA(Tr) be the set of sentences which are the logical consequences of
the 7 axioms of PA, the five axioms (Ax1)-(Ax5), and plus the Induction
schema (8) which allows occurrences of the truth-predicate in the formulas
A(z). It can be shown that PA(Tr) is materially adequate, that is,

PA(Tr)FTr("AT) < A,

for any sentence A in the language of arithmetic.
It is well known that the Tarskian truth theory proves the following universal
statements:

e The principle of noncontradiction (consistency). For every sentence y of
the object language it is not the case that both y and its negation are
true:

PA(Tr) E ¥y (Sen(y) — ~(Tr(y) A Tr(neg(y)))) -

This property follows directly from Ax3.

e The principle of excludded middle. Every sentence of the object language
is true ot its negation is true:

PA(Tr) =Yy (Sen(y) — Tr(y) VTr(neg(y))) .
This property follows from the other direction of Ax3.
e The principle of soundness. All theorems are true:
PA(Tr) EVz(Prpa(x) — Tr(x)).
This principle fully exploits the occurrence of the truth-predicate in the In-

duction scheme. We omit its proof but it consists, informally, of the following
steps:

1. All the axioms of PA are true.
2. The rules of inference of PA preserve truth.

3. Hence every theorem of PA is true (i.e. PA(Tr) F Yz (Prpa(z) —
Tr(zx)).
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2.1. Tarski’s semantical argument

In the postscript to the English translation of his seminal article, Tarski
adds some interesting parallels between his results and those of Godel:

Moreover Godel has given a method for constructing sentences
which- assuming the theory concerned to be consistent- cannot be
decided in any direct way in this theory. All sentences constructed
according to Godel’s method possess the property it can be estab-
lished whether they are true or false on the basis of the metatheory
of higher order having a correct definition of truth |Tarski, 1956,
p. 274].

To establish the truth of such a Godelian sentence Tarksi uses the principle of
soundness listed in the previous sesction. We present Tarski’s semantical argu-
ment (Tarski, 1936, Theorem 5) for the Godelian sentence = Prp4(T—0 = 07)
(that we shall abbreviate by Conp4) which is taken to express the consistency
of PA. The semantical argument for G is similar. There is nothing original in
my presentation, this argument has been rehearsed many times [Ketland, 1999|
and [Shapiro, 1998].

Godel’s second incompleteness theorem shows that PA ¥ Conpy and PA ¥
—Conpa. But Tarski shows

PA(Tr)F Conpa.
The argument is straightforward. From the soundness principle we get
(1) PA(Tr)F Prpa("m0=0") - Tr("20=0").
We also know that the theory of truth proves all the T-instances, i.e.,
(ii) PA(Tr)FTr("=0=07) < —0=0.
But PA proves 0 = 0, and thus PA(Tr) - 0 = 0, which together with
(ii) entails

(tit) PA(Tr)F—-Tr("=0=07).
From (i) and (iii) we get

(iv) PA(Tr)F —-Prps("m0=0")

that is, PA(Tr) F Conpa.
Tarski’s semantical argument is usually expressed in words, in order to
enhance its explanatory power:
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e In a first step we establish the principle of soundness as we showed earlier:

1. All the axioms of PA are true.
2. The rules of inference of PA preserve truth.

3. Hence every theorem of PA is true,

PA(Tr) - Vz(Prpa(z) — Tr(x)).

e A second step established that the sentence ‘—0 = 0’ is not true:
PA(Tr)F -Tr("=0 =07

(see (iii))

e In a third step we combined the conclusion of the first and of the second
step and concluded that ‘=0 = 0’ is not a theorem:

PA(Tr)F =Prpa("—0 =07)

(see (iv))

e Finally we note that =Prps("=0 = 07) is the Consistency statement
Conpay.

The crucial role in this argument is the universal generalization which is the
Principle of soundness. It confers the semantic argument the form of a nomo-
logical argument which shows the explanatory role of the truth predicate:

Let us return to the Godelian statement G (or Conpa). Let us
suppose a logic teacher asserts that Conp4 is true, and the puzzled
student asks for an explanation. The student believes the teacher’s
word that Conp4 is true, but he wants to be shown why Conpg
is true. The student wants something like a convincing proof or an
explanatory proof. The natural answer is to remark that all the
axioms of PA are true and the rules of inference preserve truth.
Thus every theorem of PA is true. It follows that ‘=0 = 0’ is
not a theorem and thus PA is consistent.... It seems to me that
this informal version of the derivability of Conp4 is as good an
explanation as there is. The argument shows why Conp 4 is true or
why Conp4 is a consequence- and the move through the notion of
truth provides the explanation [Shapiro, 1998, p. 505].
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3. Feferman’s program

Tennant [Tennant, 2002] argues against Ketland |[Ketland, 1999] and Sha-
piro |[Shapiro, 1998| that Tarski’s theory of truth is not the only way we can
come to recognize the truth of the Goédel sentence. In particular, Tennant
claims, the generalization “All theorems are true” is not the only way to ex-
press the soundness of an arithmetical system S. There is, instead, another
way to express it, viz., using reflection principles of the form

(pa) If ¥ is a primitive recursive sentence and @ is provable in S, then ¢.

As we see, this reflection principle does not use the truth-predicate. Tennnat
follows here Feferman |Feferman, 1962|, who emphasizes that “Reflection prin-
ciples are axioms schemata ...which express, insofar as is possible without use
of the formal notion of truth, that whatever is derivable in S is true”.

Let us take stock. We have discussed two semantic arguments invoked in
how we come to recognize that Godelain sentences are true.

One such argument, due to Tarski, and explicitly described in Shapiro’s
quote in the last section, uses the generalization “All theorems are true” and
can be run in an extension PA(Tr) of PA which, in addition to the truth
axioms, allows occurrences of the truth predicate in the induction scheme.

The other semantic argument, described earlier in the second quote from
Dummett also uses the truth-predicate. However, Tennant [Tennant, 2002]
rephrases it, so that the reference to “the structure of the model” is deleted and
the truth-predicate lifted out as required by Feferman’s reflection principles.
Here is Tennant’s formulation of his own semantic argument:

G is a universally quantified sentence (as it happens, one of Gold-
bach type, that is, a universal quantification of a primitive-recursive
predicate). Every numerical instance of that predicate is provable in
the system S. (This claim requires a subargument exploiting Godel
numbering and the representability in S of recursive properties.)
Proof in S guarantees truth. Hence every numerical instance of G
is true. So, since G is simply the universal quantification over those
numerical instances, it too must be ¢rue |Tennant, 2002, p. 556].

Tennant shows that this argument can be faithfully represented in a “suffi-
ciently strong” arithmetical system S enriched with reflection principles (with
no occurrence of the truth-predicate) in Feferman’s style.

I will now describe shortly the main lines of Tennant’s argument. Before do-
ing that let me mention what it means for a formal system of arithmetic S to be
“sufficiently strong”: S represents recursive properties and proves the Diagonal-
ization lemma (i.e., there is a proof in S leading from G to —3yProvr("G™,y);
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and there is a proof in the other direction too), and S also proves the equival-
ence between the Godelian sentence G and the consistency sentence Cong. It is
known that there are several systems which satisfy this requirement, e.g. PA.

Tennant proposes an extension of S with Feferman’s principle of uniform
primitive recursive reflection (which is more general than the principle (pa)
mentioned above):

(UR) Add to S all sentences of the form

Vn(Prs("¢(n)7)) — Vmi(m)
where 1 is a primitive recursive formula and n is, as before the numeral
corresponding to the natural number nand Prg("¢7) is, like before, an
abbreviation for Iy Provs(y,y)

He then shows that in this extension a faithful formalization of the semantical
argument described above can be run. The proof goes like this |[Tennant, 2002,
p. 577]. (We let S* denote the system S plus (UR)).

Suppose m codes a proof of G in S. Hence by representability (a natural
number being the code of a proof in S of a formula is a primitive recursive
relation), S F Provs("G™,m), where Provg is a primitive recursive formula.
But S proves also, from the assumption G, the sentence Yy—Provs("G?,y)
(i.e. the diagonalization lemma), which by universal instantiation implies
—Provsg("G™,m). Given our assumption that S is consistent, we have a con-
tradiction, from which we conclude that m does not code a proof of G in S.
Again by representability we get S - —Provg("G™, m). But n has been chosen
arbitrarily, hence for every n, there is some proof of =Provg("G,n) in S, from
which with the help of (UR) we derive (in S*) that Vy—Provs("G~,y). Finally,
by the Diagonalization Lemma, we get G (in S*).

The penultinate steps requires perhaps some additional clarification. If I
understood correctly, “for every n, there is some proof of =Provg("G7,n) in S”
is just the sentence VnPrg("¢(n)™) in the antecedent of (UR), where 1(n) is
the primitive recursive sentence =Provy ("G~ n).

We are then told:

The foregoing proof justifies the assertion of G. The stronger system
S* contains methods for reflecting on the justification resources of
the weaker system S. These methods can be seen at work, in the
application, in the proof just give, of various rules of inference that
are available in S* but not in S |[Tennant, 2002} p. 577].
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The thing which I find somehow problematic in the proof are the penultimate
steps:

...But n has been chosen arbitrarily, hence for every n, there is some proof
of =Provg("G,n) in S, from which, with the help of (UR), we derive (in S*)
that Vy—Provs("G™,y).

I take them to correspond to the informal steps of Tennant’s own semantic
argument listed earlier in this section. It seems to me that we can justify these
steps only on the basis of our intuitive understanding of the standard model,
as Dummett pointed out. The principle of uniform recursive reflection (UR)
just expresses this understanding in a formal way. We may have eliminated
the truth-predicate as required by a minimlist conception of truth, but the
justification of (UR) is still grounded in such understanding. This matter is
orthogonal to the goal of this essay, so I will not dwell on it.

One can still perhaps argue that Tarski’s truth-definition is more general,
because it can also account for the intuition that all S—theorems are true
(sound), and not just the primitive recursive ones. Tennant’s response to this
objection is that we could add as well to S* the schema (soundness principle)

Provs("¢™) — o,

where ¢ is any sentence in the language of arithmetic. It is known from Lob’s
theorem that this principle cannot be derivable in .S without making .S incon-
sistent. But in the present case we add the soundness principle not to S directly
but to S extended with the principle of uniform primitive recursive reflection,
and this avoids the inconsistency.

To sum up, I agree with Tennant that the difference between the two se-
mantic arguments is that between saying (Tarski) and showing (Feferman).
That is, Tarski’s truth theory can state the principle of soundness in one single
universal statement “All theorems are true”. In this case the “recognition” of
the truth of the Godelian sentence takes the form of a nomological explanation
which uses that universal statement |Ketland, 1999; [Shapiro, 1998|. On the
other side, the Feferman-Tennant framework (S* extended with the soundness
axiom scheme) uses an axiom scheme which can be seen as a list of the infinitely
many instances of the universal statement Vz(Prg(z) — Tr(x):

Prs("p1 ) = Tr
Prs(Tpo ") — Tr("ps)
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in which the truth-predicate has been eliminated in virtue of the equivalences

Tr("p1!) < @1
Tr("p2") <> @2

In this case the recognition of the truth of G does not take the form of a
nomological argument (because there is no collection of all these instances into
one universal statement). It consists in the apprehension of the proof of G in the
extension of e.g. PA with the soundness principle. Truth does not “transcend”
proof, truth is just proof (in the extended system).

4. The justification of the extensions

A question which arises quite naturally at this stage is about the justification
of different extensions which settle the Godelian statements, and about the
nature of these statements themselves. Is a given extension more justified than
another? This question revives an older discussion which goes back to Godel
concerning intrinsic versus extrinsic extensions of a theory which has been the
inspiring source for the Feferman program.

Godel’s reflections took place in the context of set theory (What is Cantor’s
continuum problem? |Godel, 1947]) but they also apply mutatis mutandis to
arithmetic. Godel introduced a distinction between an intrinsic and extrinsic
extension of an axiom system. An intrinsic extension, unlike an extrinsic one,
is justified on the basis of one grasping the concepts of the base theory. Godel
gave as an example the Axiom of Determinacy in set theory that he regarded
as an extrinsic axiom because it is not justified by our understanding of sets, in
contrast to Mahlo’s axioms for big cardinals. In addition, Godel also mentioned
intrinsic extensions with undecidable statements (Godelian sentences) that one
recognizes as true in virtue of their meaning, that is, by reflecting on their
undecidability.

Godel’s remarks suggest the idea to treat the truth axioms of Tarski’s theory
of truth as examples of intrinsic extensions of the base theories, whose justi-
fication is grounded in our grasping of the concepts of the base theory, that
is, natural numbers and operations on natural numbers. In fact this sugges-
tion, which was not made by Gdédel, has been explicitly advocated later on by
Koellner in his reflections on Godel’s distinctions:

Let us consider first our conception of natural numbers which is
underlying PA. This conception of natural numbers not only jus-
tifies the principle of mathematical induction for the language of
PA, but for any other extension of the language of PA which has
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a sense. For instance if we extend the language of PA by adding the
tarskian truth-predicate and we extend the axioms of PA by adding
the tarskan axioms for truth, then, on the basis of our conception
of natural numbers, we are justified in accepting the instances of
the induction scheme in which the truth-predicate occurs. In the
resulting system one can prove Conpay....By contrast, the Axiom
of determinacy AD is not justified by our understanding of natural
numbers |Koellner, 2006].

Similar ideas have been expressed by Feferman. Starting with the 60’s and in-
spired by Godel, he addressed the question of the extensions of schematic formal
systems (formal systems which contain axiom shemes, like ZF'C and PA) with
new axioms. He started looking for the possibility to generate systematically
extensions of such systems whose acceptance was already implicit in the base
theory. One of the mechanisms Feferman proposed is reflection principles. We
saw an illustration of this mechanism when presenting Tennant’s ideas. Little
by little Feferman also came to consider extensions which contains explicitly
a truth-predicate and developed the notion of reflexive closure of a schematic
theory |Feferman, 1991], which allows for the Induction scheme to range over
the truth-predicate. In this case the extended system can prove statements of
the form Va(Prpa(x) — Tr(z)). This has been, as we saw, Tarski’s way.

I think there is an important difference between Godel’s notion of intrinsic
extension where the new axioms display or unfold the content of the notions
of the base theory, and the two extensions of PA introduced in this paper. It
seems to me that neither Tarski’s extension of PA with his theory of truth, nor
Tennant’s extension of a sufficiently strong arithmetical system S (e.g. PA)
with reflection principles Provg("¢") — ¢, “unfold” the content of the notion
of natural number. None of this extensions is, in my opinion, grounded in
our knowledge and understanding of natural numbers but rather “reflect” on
the properties of certain methods of proof that have been adopted. That is,
although these methods of proof operate on arithmetical and logical resources,
they also possess certain properties confered to them by certain philosophical
positions which are constitutive of their definitions. The extension axioms or
schemata are about these properties (e.g. soundness, truth, consistency) and
not about the content of the notion of natural number. Goédelian arithmetical
statements as well as their analogues in set theory contain explicit references
to these methods of proof, as a consequence of which they inherit an additional
content which is not purely arithmetical, or set-theoretical, for that matter.
One can find a partial recognition of this point in [Horsten, 2011|:
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Godelian proofs of Gzpe and Congzpe are certainly partly math-
ematical in nature. The proof cited above, for example, involves
an instance of the principle of mathematical induction, which is a
mathematical principle if there ever was one. It is just that such
Godelian proofs are not purely mathematical proofs. For they essen-
tially contain the notion of truth, which is itself not a mathematical
but a philosophical notion. This is not to deny that mathematics
can be applied to produce interesting theories of truth. It is just
that mathematical theories of truth do, on this view, belong not to
pure mathematics but at least to applied mathematics, or to the
more mathematical part of philosophy [Horsten, 2011].

Horsten refers here to the philosophical notion of truth, and to Gédelian proofs
using a truth-predicate, but my main point in this paper is slightly different. It
concerns the notions of proof and provability. It is a metamathematical notion
which reflects a certain finitistic, philosophical standpoint. By making explicit
reference to such notions, Godelian sentences acquire also a higher-order, not
purely numerical content, which depends on the properties of these notions and
cannot be reduced to the concept of natural number. One possible way to be
more explicit about the higher-order content of Godelian sentences is through
some remarks made by Isaacson |Isaacson, 1991} Isaacson, 1996|. He contrasts
arithmetical sentences provable in PA with the Godelian sentences: the former
have a pure arithmetical content, and the system PA which proves them arises
out of our undertanding of natural numbers. On the other side, the meaning
of Gddelian statements involve our reflections on our understanding of natural
numbers.

The ideas discussed in this paper have been debated many times in the post
Godelian era. The contribution of the paper is simply one of emphasis. Myhill,
for instance expresses similar ideas in an often quoted passage:

Indeed it seems to me that the use of the word ‘proof’ in ordinary
non-philosophical mathematical discussion is rather clearly neither
a syntactical nor a semantical term. It is as self-contradictory to
use methods of proof without admitting their correctness, as it is
to make statements without admitting their truth. (I am not using
‘self-contradictory’ in the sense of formal logic, but roughly as a
synonym for ‘irrational’.) Therefore if a person who has been us-
ing certain methods for proving arithmetical theorems succeeds in
making these methods explicit, he is ipso facto committed to the
perfectly definite proposition that the use of those methods cannot
lead to a false arithmetical statement, for example the statement
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that 0 is equal to 1. By Gddel’s technique of arithmetization, which
translates every statement of formal deducibility into a statement of
arithmetic, any such person is compelled to admit a new arithmet-
ical statement, namely the arithmetized version of the statement
that his methods cannot lead to a proof of the statement that 0
is equal to 1. By Godel’s theorem, he could not have established
this statement by his previous methods. Hence, as soon as a person
makes explicit the tools which he has been using in the construction
of arithmetical proofs, he is ipso facto in a position to obtain new
arithmetical proofs which he could not have obtained by using those
tools alone. The whole process is closely related to what the British
philosophical logician W.E. Johnson called ‘intuitive induction’; we
find ourselves making certain inferences and we thereupon realize
that the pattern of those inferences is such as to confer validity on
arguments in which they occur. This realization is a demonstrative
and rational step quite apart from any question of formalization,
though of course the results of an intuitive induction can be form-
alized after the induction has taken place [Myhill, 1960, p. 461].

It is difficult to disagree with these remarks. Myhill, like other commentators I
discussed (Horsten) is concerned with the distinction between different kind of
proofs. My concern in this paper was, however, with the other side of the coin:
the meaning of the Godelian sentences which are settled by these proofs. The
minor point I tried to make was that, by making reference to notions like proof
(provability), these sentences have a content which transcend the arithmet-
ical content of purely numerical statements. This is the internal, conceptual
reason for which, in some cases (not all; there are Godelian statements like
“I am provable” which are provable), their proof has to mobilize higher-order
(meta-theoretical) resources, be they in the form of a truth-theory, a la Tarski,
or reflection principles, a la Feferman. I think that Goédel was aware of this
fact when he made a distinction between intrinsic extensions with Goédelian
sentences and intrinsic extensions with other kind of axioms which unfold the
content of the basic notions like natural numbers.
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En toute sobriété

j’ai eu de mutliples visions de multiples choses
et st je suis arrivé a maintenir ma SErénité
c’est en voyant l'unité au-dela de la diversité
la cohérence au-dela de l’incohérence.

Baron de Chambourcy

1. Many-Valuedness and Universal Logic

The aim of this paper is to develop a better understanding of what many-
valuedness is and what universal logic is. Universal logic has emerged as a
general theory of logical systems (see |Béziau, 1994] and [Béziau, 2012¢|), so it
is directly linked to many-valuedness in two different ways:

e Many-valued logics are objects of study of universal logic.

o Many-valuedness, including in particular many-valued logical matrices, is

a tool for developing universal logic.

But, as we have pointed out in previous papers (see |Béziau, 2006b| and
[Béziau, 2018b|), universal logic is not restricted to a mathematical meta-
theory, it encompasses also philosophical and methodological questions. Many-
valuedness with its twofold relation with universal logic is a good opportunity
to discuss the many virtues of both many-valuedness and universal logic.

2. Many-Valued Logic(s), Many-Valuedness and Universal
Logic

As for many concepts, such as e.g. human being, number or time, there is
not only one and true definition of many-valued logic.

First let us make a distinction between “Many-valued logic” and “Many-
valued logics”. Here we are putting quotes because we are talking about the
linguistic expressions rather than the notions, for which we, as above, use ital-
ics.! Although it has become trendy, following the fashion of pluralism, to put
an “s” at the end of everything, a small snake tailing any idea, let us emphasize
that we can still sanely and safely make the distinction between plurality and
singularity, not to say unity. No doubts that there are many girls, cars, num-
bers, but we still can, even without being a Platonist, consider the notions of
girl, car and number.

There are many different many-valued logics, but nevertheless we can con-
sider the notion of many-valued logic which encompasses all these logics. Al-
though it is rather trivial, it is worth emphasizing that the notion of many-
valued logic is not itself a logic, in the same way that the notion of girl is not

! About the notion of notion, see [Béziau, 2018a).
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itself a girl, by contrast to the notion of notion which can itself be considered
as a notion.

To conceptualize what a girl is, we need a general theory of psychology,
zoology, archaeology... Of course we can also give a first idea, as stressed by
Quine (cf. |Quine, 1960]), just by ostentation, pointing at and/or focusing
on a canonical example, such as the Girl from Ipanema. We can indeed do
the same with many-valued logic, although less beautifully and musically (see

Figure .

AND(A, B) OR(A, B)
NOT(A) B B
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T F u T T T T T

Fig. 1. Definition by Ostentation of the notion of many-valued logic.

That gives a rough idea of what it is. It is necessarily biased, as any tentative
to think the general through the particular. But it is fair enough for childish
games. If we want to get more scientific, that is another kettle of fish. And if
we want to get more philosophical, that is a true cassoulet, not to say feijoada.
Let us present three definitions of A MANY-VALUED LOGIC on the basis on
which we can go a step further than ostentation:

e A logic which does not reduce to truth and falsity.

e A logic that can be characterized only by a logical matrix of more than

2-values (including or not infinite matrices).?

e A logic that can be characterized by any semantics with more than

2 truth-values.?

A careful look at these definitions shows that they are pairwise different but
not pairwise exclusive. In particular the first does not use the notion of value,
the third one uses it but does not use the notion of matriz, by contrast with
the second one.

MANY-VALUED LOGIC itself can be considered as
e The class of many-valued logics.
e The meta-theory of many-valued logics.

2For details see |[Béziau, 1997].
3In this case classical proposotional logic can be considered as a many-valued logic, for
details see [Béziau, 1997].
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e A meta-theoretical tool / framework that is useful for the study of any
logical systems.

It is often difficult, not to say artificial, to distinguish between the two first
meanings, as in the case of other logics, that is why it is not necessarily useful
to introduce two different names. It is also difficult to find a good name for the
third meaning. But the expression “MANY-VALUEDNESS” looks pretty good
to encompass the 2nd and 3rd above meanings.

The idea of wuniversal logic is to promote a general theory inside which /
with which, we can turn conceptualization of logical notions and systems easier.
In this sense universal logic is neither a logic, nor a bunch of logics. It is a kind
of extension of many-valuedness as just characterized above: it is the meta-
theory of all logical systems, therefore extending the above 2nd meaning and it
is a meta-theoretical framework including the above 3rd meaning.

3. A Short Short History of Many-Valuedness

We can say without much exaggeration that many-valuedness exists since
the beginning of the world, or better the beginning of the logical world, consid-
ering that it is directly connected with Aristotle who is considered himself as
the father of logic, as the science of reasoning (Aristotle did not create logic as
reasoning, cf. |Béziau, 2010|). This is the famous story of future contingents
according to which “Tomorrow will be the end of the world” is neither true, nor
false, unless we believe in determinism or apocalypse.

And also without romancising too much we can say that the next step
in the story is with Jan Lukasiewicz who, directly influenced by the Stagir-
ite, built a three-valued logic |Lukasiewicz, 1920]. But Lukasiewicz did much
more than that, not only he also built a four-valued logic |[Lukasiewicz, 1953],
but he developed with other Polish logicians, in particular with Alfred Tarski
|Lukasiewicz, Tarski, 1930], a whole theory of many-valued logical matrices that
is a basic framework and tool for a general theory of logics. At this level we see
therefore a strong connection between universal logic and many-valuedness.

This connection was independently promoted by Paul Bernays and Emil
Post at approximately the same time. And it is also worth mentioning that
many-valued logic did not escape to Charles Sanders Peirce who had a very
general view of logic both from a philosophical and mathematical point of
views. In particular he was the first to draw three-valued “truth-tables” (see
[Béziau, 2012al).

This is of course a very short and synoptic story of many-valuedness. We will
not go in more details since our objective here is more to look a the present and
the future than the past. But the moral of the story is that many-valuedness
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is present along the whole story of logic and that it is not a crucial difference
between traditional logic and modern logic.

4. Dichotomy and Polytomy

Before examining the opposition between many-valuedness and bivalent lo-
gic closer and if we can reduce or not logicality to bivalence, let us go beyond
logic stricto sensu and broaden our horizon to general thinking / conceptualiz-
ation.

Dichotomy can be found both in the East and the West. In the East we
have Taoism, with Yin and her brother Yang, in the West Pythagoras with his
table of opposites. Taoism is more radical and interactive: there are only two
things from which everything is derived by combination. Pythagoras’s table of
opposites has at least ten different dichotomic oppositions. But this theory of
multiple oppositions was then developed in a very abstract theory of dichotomic
oppositions, more abstract than the Chinese one, very logical, connected to the
emergence of classical negation, a very powerful tool that can apply to any
thing, as we have recently argued in [Béziau, 2019).

Many
Left
Female
Oblong
Darkness
Bad

Straight Crooked
Motion
Open
Sad
Even

Fig. 2. Taosim vs. Pythagoricism.

Polytomy can also be seen both in the East and the West. By its own
nature polytomy is multiple: it can be 3, 4, 5, up to infinity. But what is
predominating is small size polytomy: trichotomy, quadritomy, or pentagony.
At the religious level we have in India the trimurti with Brahma, Vishnu, Shiva
and in the West the trinity of Christianity with The Son, The Father and the
Holy Spirit. At a more physical level, we have the theory of four elements in
the Occident and the theory of five elements in China.

Vivaldi naturally promoted quadritomy with his masterpiece The Four Sea-
sons. Schopenhauer was also found of a fourfold approach, that he developed at
different levels (see |Béziau, 2020]). On the other hand Peirce was very found of
trichotomy as well as Robert Blanché, who duplicated it as a colorful hexatomy
(see |Blanché, 1966] and |[Béziau, 2012d]). One may wonder in which sense this
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symphony of polytomies is part of many-valuedness. In the case of Blanché is
hexagon is clearly part of it, if we consider that it can be applied to metalogic
(see |Béziau, 2013)|).

5. The Value of Reduction to Bivalence

If we put aside monotheism, the most impressive reduction of multiplicity is
the binary notation. “In the beginning was the word” (John 1:1) can be coded
as a sequence of Os and 1s:

01001001 01101110 00100000 01110100 01101000 01100101 00100000
01100010 01100101 01100111 01101001 01101110 01101110 01101001 01101110
01100111 00100000 01110111 01100001 01110011 00100000 01110100 01101000
01100101 00100000 01110111 01101111 01110010 01100100

It is less poetic and maybe the meaning of the sentence is lost in some way,
but it makes sense for a computer. However we are not (yet) computers and
what is good for our understanding is something not tooooooooooooo big, but
also not too small. For numbers we use decimal notations, an alphabet has an
average of 25 signs and the average of phonemes in a language is 31.

Reduction in logic can be considered either from a pragmatic viewpoint or
an objective viewpoint. A pseudo-Fregean may claim that there are only two
real truth-values: truth and falsity, a pseudo-Peircean may say that three values
are quite useful. Peirce proved that all binary connectives can be reduced to
only one, but it was not for him a reason to use only one.

A three-valued logic like Lukasiewicz logic L3 cannot be defined by a two-
valued truth-functional semantics, however it can be defined by a two-valued
non-truth functional semantics, the charateristic functions of relatively maximal
theories, like many logics. This result can be considered as a typical result of
universal logic (see [Béziau, 2012b]). It is a valuable and interesting result but
nevertheless something is lost in the reduction, i.e. truth-functionality.

What we can say, against Suszko’s reductionist thesis (see |da Costa et al.,
1996]), is that truth-functional semantics helps to give meaning. However we
have to be careful with meaning! In standard many-valued matrix semantics
the values are divided in two sets: designated and non-designated values. It
makes sense to still apply the dichotomy truth/falsity to them. For example in
the case of a four-valued matrix semantics with two designated and two non-
designated elements, we can use the terminology: strong truth, weak truth,
weak falsity, strong falsity, or necessary truth, possible truth, possible falsity,
necessary falsity (see [Béziau, 2011]).

Moreover many-valued matrices can be used to refine the notion of con-
sequence relation, as it has been done by G. Malinowski [Malinowski, 1990,
Shramko and Wansing |[Shramko, Wansing, 2011].
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6. Singularity vs. Universality

Let us consider the following truth-table:

~i| o o | o ro| =] |
) | o wl| o] | ol —
w| —| oo rof po| ~a] ~1| o
IESESIESIEIES I
o | wol | | o] —| i
| ot =] co| o] eol | o
o | w|l o | w| x| o
G WP &R

Fig. 3. A Binary Connective in a 7-valued logic.

This is intended to be a truth-table for a binary connective, —o, in a 7-valued
logic. This connective is very singular, peculiar not to say idiosyncratic. What
can we say about it? What can we do with it? And why should we waste our
time focusing on it?

We can ask the same questions about any particular individual, whether it
is a stone, a tree, a number or a human being. Can we say that the number
5987 has an interest by itself? Maybe yes, maybe not. Some particular numbers
are more interesting than others, like the number 7, to give a classical example
of celebrity. And some particular connectives are more interesting than other
ones like Sheffer stroke, in bivalent classical logic.

The value of a singular connective in many-valued logic really makes sense
only from a general perspective and this is true for any singular object of
any field. A singular object is singular only in relation with other objects.
A universal approach helps to stress singularity. However a particular case can
be a starting point.

It is worth to find some general positive and negative results about all finite
valued logics. This is very important. For example if we consider Dugun-
dji theorem stating that S5 cannot be characterized by a finite valued logic
(cf. |Dugundji, 1940]), then we will not lose our time looking for a possible
256-valued matrix semantics for it. On the other hand one may explore some
particular cases in view of a specific goal or based on an intuitive interpretation.
One may develop a beautiful 9-valued logic with wonderful applications.

Another methodology is to connect these general investigations with other
mathematical properties and theories. This is what Karpenko did making a
connection between prime numbers and many-valued matrix semantics (see
|[Karpenko, 2006]).
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7. Many-Valuedness and the Universe of Logical Systems

If we consider many-valuedness as a general tool, in particular logical
matrices, it is related to many logics, including bivalent classical logic, in the
sense that it can be applied to them at the meta-level, for example for proof
of independence of axioms, as Bernays originally did (see Chapter 2 of |Béziau,
2012¢]).

Now if we consider many-valuedness as a tool for constructing logical sys-
tems, it is related to many other non-classical logics, in particular modal logic,
paraconsistent logic, probability logic, fuzzy logic.

Many-valued logic was developed by Lukasiewciz in view of modality, this
line of research was in some sense aborted on the one hand due to the negative
result of Dugundji [Dugundji, 1940|, on the other hand due to the success of pos-
sible world semantics. Nevertheless it still makes sense to use many-valuedness
to develop modal logic, either using logical matrices or non truth-functional
many-valued semantics. In both cases the problem is with self-extensionality,
i.e. the failure of the replacement theorem, but this is not necessarily a problem
despite the fact that paradoxically modal logic has been qualified as extensional
logic.

Three-valued logic has been used for the developement of paraconsistent lo-
gic by Asenjo |Asenjo, 1966|, da Costa and D’Ottaviano [D’Ottaviano, da Costa,
1970|, Priest |Priest, 1979], Avron |Avron et al., 2018] and Beziau |Béziau,
Franceschetto, 2016; Béziau, 2016b].

Asenjo’s logic is a logic which is both paraconsistent and 3-valued but not
modal, the paraconsistent logic Z |Béziau, 2006a] is both modal and paracon-
sistent but not finite-valued and we have investigated logics which are at the
same time paraconsistent, modal and many-valued but considering 4-values
instead of 3-values (see |[Béziau, 2011]).

8. Philosophy of Many-Valuedness

In the last 100 years there was a proliferation of logical systems, due in par-
ticular to the formalization and mathematization of logic. This is the door open
to infinite non-sense. Quine wrote about modern many-valued logic: “Primarily
the motivation of these studies has been abstractly mathematical: the pursuit
of analogy and generalization. Studied in this spirit, many-valued logic is logic
only analogically speaking; it is uninterpreted theory, abstract algebra” |Quine,
1960

Mathematics is nice and can lead us to the sky of ideas, but it is good to
always try to have some meaningful constructions, which can help us to land
back down to earth. And it is important to work out the interaction between
philosophy and mathematics.
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If we say that a proposition is something which is either true or false, for-
mulas of many-valued logic are not propositions. Is this a problem? And then
what are they? By contrast we may want to introduce a three-value logic ex-
actly because we believe that we should consider formulas that are neither true
nor false as corresponding to propositions.

What happens is that in modern logic people are considering “formulas”
in an informal way without asking what they are or/and what they are rep-
resenting. This is not necessarily a problem, this is the path to abstraction
and generalization. But on the one hand it is good to go at a higher level of
abstraction, on the other hand to go down to earth to connect to reality.

The idea of universal logic is indeed to consider a structure where a con-
sequence relation acts on objects whose nature is not further specified. These
objects can be events, thoughts, information, etc. They can be interpreted in
many ways.

It is important to take in account philosophical motivations to develop a
mathematical framework. Matrix semantics can look as a non-intuitive, not to
say absurd, construct. One may want to build semantics with:

e Formulas having no truth-values.

e Formulas having as value a set of values, e.g. truth and falsity.

These two cases are comically nicknamed respectively gap and glut. It
is true that this can be simulated in matrix semantics but simulation is not
strictly speaking the same as reality. And although it can make sense to call
many-valued the glut case, it is not clear that this makes sense for the gap case.

Let us also stress that a central problem of the philosophy of many-valued
logic is how to interpret the additional values. A straightforward interpreta-
tion is degrees of truth and degrees of falsity. But in the simplest case, i.e.
three-valued logic this does not necessarily make sense in particular due to
dissymmetry. The third value is seen most of the time as something at the
middle between truth and falsity. It is often called “undetermined” and funny
enough it is indeed quite undetermined: it can be considered as designated or
non-designated, as neither true nor false, or as both true and false.

Fig. 4. Indetermination lying at the middle.
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9. Applications of Many-Valuedness

We can make a clear distinction between many-valuedness as a meta-theory
to study logical systems and many-valuedness as a basis to develop some in-
teresting logical systems that can have useful applications. The first point is
quite clear, and we have good examples, the second point is not so obvious, it
depends on particular what we really consider as a many-valued logic (cf. our
definitions from the first section).

Let us note that there is no many-valued system of logic which really solves
the liar paradox (cf. |Béziau, 2016a]). It is also not clear that many-valued
logic can be applied in case of physics, in particular to Heisenberg’s principle of
indeterminacy. Paulette Février [Février, 1937 tried to do so many years ago,
but she had very few, not to say no, followers.

Applications to computer science also are not clear, computer scientists in
fact use another name multiple-valued logic (change of terminology: change of
subject?), no to speak about fuzzy logic. Most of the time it is rather something
corresponding to many-valuedness or/and algebraic systems rather than to a
many-valued logic, excepting the case of the 4-valued logic of Dunn and Belnap
(see |Belnap, 1977]), but this logic is also rather a meta-theoretical framework
for the theory of computation than an effective system.

10. Dedication and Personal Recollections

I am very glad to dedicate this paper to Alexander Karpenko. I met Alexan-
der for the first time at the 1st World Congress on Paraconsistency which took
place in Ghent, Belgium, July 30 — August 2, 1997. At this time our discussion
was rather limited because I was not speaking Russian and Alexander was not
speaking Swiss. We met again the following year at the Stanislaw Jaskowski
Memorial Symposium July 15-18, 1998 in Torun, Poland.

So our encounter started on a paraconsistent basis. But as shown by the pa-
per presented by Alexander in Torun, entitled “Jaskowski’s criterion and three-
valued paraconsistent logics” [Karpenko, 1999|, he had an interest for a sys-
tematic and universal approach, relating different non-classical logics. At this
meeting in Torun I presented a talk in some sense diametrically opposed to his
paper, because on the one hand my objective was not to work on Jaskowski’s
criterion of maximality, but to find an intuitive basis for Jaskowski’s discuss-
ive logic, and on the other hand my solution was not based on many-valued
matrices, but on possible world semantics (see |Béziau, 2006a|). I started to
work on 3 and 4 matrix semantics and paraconsistent logic only later on (see
[Béziau, 2011]).

Our 3rd meeting was at Smirnov’s Readings — 3rd International Confer-
ence — May 24-27, 2001, in Moscow, Russia, which was my first visit to Russia.



88 Jean-Yves Béziau

And our further meetings were also all in Russia:

e 4th Smirnov’s Reading, May 28-31, 2003, Moscow;

e Gth international conference Logic Today: Developments and Perspect-
ives, June 20-22, 2004, Saint Petersburg;

e Gth Smirnov’s Readings, June 17-19, 2009, Moscow;

e Nikolai Vasiliev’s Logical Legacy and Modern Logic, October 24-25, 2012,
Moscow;

e The 12th international conference Logic Today: Developments and Per-
spectives, June 22-24, 2016, Saint Petersburg.

We had discussion not limited to logic stricto sensu. Alexander had in-
terest for many topics including arts, in particular poetry, and our friendship
developed in the framework of this general perspective. Alexander was the Head
of the Department of Logic at the Institute of Philosophy, Russian Academy of
Science from 2000 until his death. I think it is important in Russia and else-
where to have researchers and in particular directors of research like Alexander
who have a general perspective and vision.

Acknowledgements. Thanks for useful comments by an anonymous referee.
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Dedicated to the memory of Professor Alexander Karpenko

1. Introduction

There is a wide debate in the current logical literature on the nature of
semantic information and how it can be measured. Traditional theory of se-
mantic information, originally proposed by |Bar-Hillel, Carnap, 1953|, equates
the semantic information of a sentence with the number of different models that
falsify it. A problematic consequence of this approach is the so-called “scan-
dal of deduction” |[Hintikka, 1970a|: according to this thesis, logical truths are
informationally empty, due to the absence of falsifying models.

The scandal of deduction seems to be in conflict with the recognizable fact
that reasoners often do not know whether or not a given sentence is a logical
truth. For instance, beginning students of set theory may find trouble to recog-
nize that Russell’s paradox — a problematic consequence of naive set theory —
involves a contradiction. In more precise terms, these individuals ignore that
the sentence —=3xVy(y € = +> y € y) is logically valid. So, it is plausible to
assume that, since there are logical truths whose validity is prima facie ignored
by ordinary reasoners, at least from the epistemological standpoint of these
individuals, such logical sentences are not uninformative.

Mainstream attempts to solve the scandal of deduction generally propose
replacing traditional theory by more or less distorted alternatives (as, for in-
stance, in |Floridi, 2004]). However, some of these proposals seem to throw
the baby out with the bathwater. Traditional theory offers a flexible and per-
suasive conception of the kind of information associated with the meaning of
sentences, and should be preserved. Fortunately, it is possible to simultan-
eously save traditional theory and block the scandal of deduction by revising
the logical metatheory on which our theory of semantic information is based on.

As mentioned above, the scandal of deduction contradicts the fact that at
least some logical truths are really informative when considered from the epi-
stemological standpoint of ordinary reasoners. So, we could block this thesis by
adopting some logical theory that better describes the semantic knowledge (i.e.,
the knowledge of truth-conditions, by assuming a truth-conditional approach
to semantics) associated with the semantic competence of ordinary reasoners.
This new logical theory should be able to support the idea that, for some lo-
gical truths, an ordinary reasoner does not know its truth-conditions; more
specifically, it should point out that the epistemological stance of an ordinary
reasoner cannot exclude some impossible models that falsify the logical truth
in question.

Urn logics, a generalization of first-order logic introduced in [Rantala, 1975,
are good candidates to fulfill such an explanatory role. Drawing balls from an
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urn with or without replacement is a classical problem in probability and stat-
istics. An urn problem is a mental experiment in which colored balls that
represent events are withdrawn and whose probabilities should be determined.
An urn model is a probability distribution, or a family of probability distribu-
tions associated with urn problems.

Now, the intuition behind urn logic is to think of the domain of quanti-
fication in a way analogous to urns of balls used in probability theory. The
metaphor here is to think of quantifying over objects in a domain as being ana-
logous to drawing balls from an urn. In the standard models of first-order logic
the domain of quantification stays fixed as we ‘draw’ elements from the domain.
But we can think of models where the domain of quantification changes in the
course of evaluating a formula, as probability urns where balls can be replaced,
or new balls can be added.

Basically, the fragments of classical logic introduced by this new procedure
lose the capacity to express dependence relations between nested quantifiers in a
given formula.! Consequently, these systems can formalize the epistemological
standpoint of someone who does not know that some first-order valid sentence ¢
is a logical truth because this individual is not aware of the dependence relations
holding between nested quantifiers occurring in ¢.

The application of urn logics to the problem of semantic information, how-
ever, faces some technical challenges. First, whereas traditional theory presup-
poses truth-conditional semantics, urn logics were originally defined in game-
theoretic terms. Secondly, there are at least two different systems of urn logic
which generate different versions of the traditional theory of semantic inform-
ation, but the literature does not precisely differentiate such systems (in this
paper these systems are called perfect and imperfect urn logics, for reasons that
will become clear soon). Finally, it is not clear exactly which logical truths are
semantically informative in the context of urn logics. In order to make this
point clear, we need to characterize the set of logical truths of urn logics.

To solve these challenges, we define in this paper a truth-conditional se-
mantics for urn logics that is able to precisely separate their perfect and imper-
fect versions (section 2). Further, we present a characterization theorem for the
set of validities of perfect urn logic, and draw some remarks on how it is pos-
sible to obtain a corresponding result for imperfect urn logic (section 4). Such
a theorem relies on an important auxiliary result to be presented in section
3, namely, the existence of Hintikka normal forms for urn logics. All of these

1Urn semantics should not be confused with IF-logic [Tulenheimo, 2018| and related sys-
tems. Whilst [F-logic extends first order logic with the capacity of expressing independ-
ence / dependence relations between nested quantifiers, urn semantics deals with a fragment
of classical logic.
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results are original contributions to the study of urn logics — in particular, the
characterization theorems introduced in section 4 provide a full generalization
of a partial result presented in |[Rantala, 1975, pp. 470-472].

2. Truth-conditional semantics for urn logics

Generally speaking, the idea behind urn logics is that two nested quanti-
fiers Q and K occurring in some formula may have different quantificational
domains and there are not enough logical resources in these systems to express
dependence relations between them. Thus, for instance, in urn logics the quan-
tifiers in Vax3y(x < y) may have different domains and there is no way to force
dependence relations between them.

We can formalize this idea in the following way. In what follows, let M be
a non-empty set. For any elements ao, ..., a, of M, let B(ag,...,ay) be some
non-empty subset of M. We call such sets B(ao,...,a,) choice sets and there
is no specific restrictions on how they are supposed to be concretely defined.

For every n € N, a set of choice n-sequences 9, of M is such that the
following holds:

1. 9 is a set of unary sequences of M;

2. For each (ag,...,a,) € M,, consider a choice set B(aop,...,a,) of M.
Then, M, +1 = {{ao,--.,an,b) : {ag,...,a,) € M,, for every b €
B(ag,...,an)}.

Further, let 0t = |J 9M,, be the set of choice sequences of M. In order to

neN

better visualize the meaning of these concepts, consider the following example:
assume M is the set of natural numbers and let My = {1} and, for any sequence
of natural numbers ag,...,a,, B(ag,...,a,) = {2a,}. Then 9 collects the
initial segments of the geometric progression starting with 1 and with common
ratio 2.

Based on those notions, [Rantala, 1975| defines a system of urn logic game-
theoretically.

Definition 1. Let M be a classic structure, 9 a set of choice sequences of M
and ¢ a formula of the language of M. A urn game semantics G(M, M, ¢) is
similar to classic game semantics except in the following clauses. Assume that
¢’ is the subformula of ¢ considered in the i-th round of a match p of G(M,
M, ¢) and the choice k-sequence (ay,...,ax) has been chosen in the previous
rounds:

1. If ¢’ is Jx), then the player who holds ¢’ in the i-th round of p holds
¥(b/x) in the i + 1-th round of p, for some b of his own choice and such
that (ag,...,ax,b) € Mi1;
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2. If ¢ is Vavp, then the player who holds ¢ in the i-th round of p holds
¥(b/x) in the i + 1-th round of p, for some b of other player’s choice and
such that (ag,...,ax,b) € Miy1;

The difference between classic and urn game semantics lies essentially in
the behavior of quantifiers: whilst in the classic game a player who chooses
witnesses in the model might choose them looking in the entire domain, in urn
game semantics the player must limit herself to choice sequences only.

Definition 1 describes a game of perfect information, i.e., in order to choose
witnesses in the model, the player must verify which witnesses were chosen in
the previous rounds of the match. We can define a variant game of imperfect
information by adding the condition that, for any n € N, for any two choice
n-sequences a and b, B(a) = B(b). In this case, the player does not need
anymore to consider the particular sequence of witnesses that have appeared
previously in the game because any such sequence determines the same choice
set. To avoid confusion, we call the logical systems which are defined by these
two different urn game semantics perfect and imperfect urn logics, respectively.

The greatest obstacle for the construction of a truth-conditional semantics
for urn logics is the non-compositional character of these systems |Cresswell,
1982} pp. 128-129|. We can solve this issue by relativizing the satisfaction of
formulas in the following way.

Definition 2. Let M be a classic structure with a set of choice sequences 9.
For every n € N and for any formula ¢ of the language of M, the pair (M, I0)
n-satisfies ¢ with respect to {(ag,...,ap—1), in symbols Mgy, ag,...,an—1 F ¢,
if the following holds:

o If ¢ is atomic formula, Mgy, ag, ..., an—1 = ¢ < M classically satisfies ¢;

o If ¢ is ¥ Ay, Mop,ag,...,an—1 = ¢ if and only if Moy, ag,...,an—1 E ¥
and Moy, ag, . ..,an—1 = 7 (an analogous clause holds for disjunction);

i If(blS _‘1/}7 Mm7a07---7an—1 ):¢<:>M§7ﬂ7a07'--7an—1 %1/}7

o If ¢ is Jx, Mop, ag,...,an—1 = ¢ < Mo, ag,...,an—1,b = ¥(b/z), for
some b such that (ag,...,a,—1,b) € M,.

o If ¢ is Vau, Moy, ag,...,an—1 E ¢ < Mo, ag,...,an—1,b E ¥(b/x), for
every b such that (ao,...,a, 1,b) € M,.2

2Strictly speaking, we do not need to present a specific definition of satisfaction for uni-
versal formulas since V is definable in urn logics as = 3 —. But, since in the following we will
extensively consider universal formulas, this specific clause shows itself to be important.
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Finally, (M, 91) satisfies ¢, in symbols Mgy = ¢, if and only if (M, 9)
O-satisfies ¢ with respect to ().

In the next theorem, following the usual conventions of the literature on
game theory, we refer to the players of an urn game semantics as Abelard and
Eloise. Eloise is the player that initially holds the formula ¢ in a match of the
game G(M, I, ¢).

Theorem 1. Let M be a classic structure with a set of choice sequences N,
and let ¢ be a formula of the language of M. The following are equivalent:

2. FEloise has a winning strategy in G(M, I, ¢).

Proof. (1=2) Assume 1. We can define a winning strategy o for Eloise in
G(M, 9, ¢) as follows. Suppose that, for some n € N, we have defined o in
the first i-th rounds of a match p of G(M, 9, ¢). Moreover, consider that the
choice k-sequence (ag, ..., ar) has been chosen in those rounds of p:

e Assume Abelard holds ¢ A v in the i-th round of p. If Moy, ag,...,ar ~
1, then Eloise demands Abelard to hold v in the ¢ + 1-th round of p;
otherwise, Eloise demands Abelard to hold ~;

e Assume Eloise holds 9 V 7y in the i-th round of p. If Mgy, ag, ..., ax = ¥,
then Eloise demands herself to hold 1 in the i+ 1-th round of p; otherwise,
Eloise demands herself to hold ~;

e Assume Abelard holds Vxi in the i-th round of p. If there is some b
such that Mgy, ag,...,ak,b = ¥(b/z) such that (ag,...,ar,b) € Mkiq,
then Eloise demands Abelard to hold ¢(b/x); otherwise, Eloise demands
Abelard to hold i (c/x), for some arbitrary ¢ such that (ao,...,ar,c) €
Myt1;

e Assume Eloise holds Jz in the i-th round of p. If there is some b such
that Mgy, ao, . ..,ax,b = ¥(b/x) such that (ag,...,ax,b) € Mg1, then
Eloise demands herself to hold ¥(b/z); otherwise, Eloise demands herself
to hold v (c/x), for some arbitrary ¢ such that (ag,...,ar,c) € My1.

By induction on the indexes of the rounds of any match p in which Eloise
follows strategy o, we can verify that p is a winning case for her. Consequently,
o is a winning strategy for Eloise.

(2=1) Assuming Myy £ ¢, we can define a winning strategy o’ for Abelard
considering a set of directives dual to those defining o. By a similar argument
it is possible to prove that Eloise loses any match in which Abelard follows o”.
Consequently, Eloise has no winning strategy in G(M, 9, ¢). [ |
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3. Hintikka normal forms for urn logics

The existence of Hintikka normal forms is a fundamental property of clas-
sical logic with a variety of applications: Hintikka normal forms characterize
tableau-like deductive systems [Hintikka, 1965|, generate truth tables for quan-
tificational logic [Freire, 2015] and provide an essential tool for the construction
of theories of semantic information [Hintikka, 1970b|. Particularly in the case
of urn logics, it is possible to obtain characterization theorems for these systems
based on the syntactic structure of special kinds of Hintikka normal forms, as
we will show in section 4 below.

Let an unnested formula be a formula whose terms have complexity at most

1. For a finite set of formulas U = {4, ..., 9y}, let A U denote A v¢; and \/ ¥
i<n
denote \/ ¢;. Let =¥ = {—) : ¢p € ¥} and Jz¥ = {3x¢p : ¢p € U}. Moreover,
i<n

let the quantifier rank of ¢, qr(¢), be as follows:
e For every atomic formula ¢, gr(¢) = 0;
o If ¢ is ~, then qr(6) = gr($);
o If ¢ is either ¢ A7y or ¢ V =, then gr(¢) = max {qr(¢), qr(v)};
o If ¢ is either Vo) or Jz4), then gr(¢) = qr(¢) + 1.

Finally, let ®(xo,...,2,) be the set of unnested atomic formulas of the
considered language with variables within xg, ..., x,.

Definition 3. Let £ be a finite first order language. For every n,m € N,
a state description 6,,(xo,...,zy) of L is such that:

e Og(xo,...,zp) is

A=A N-® (o, 2n) = 2],

for some ¥ C ®(xq,...,2n);

e Now, assume that m > 0 and the set © of state descriptions of £ with
quantifier rank m — 1 and free-variables zy, ..., Zn, Ym has been defined:
the state description 0,,(xo,...,zy) is (A JymI') A (Vym, \VT), for some
set I' C ©.

For any formula ¢ of £ with quantifier rank m and free-variables xg, . . ., Ty,
¢ is a Hintikka normal form if and only if ¢ is \/ T, for some set I" of state des-
criptions with quantifier rank m and free-variables xg, ..., Ty,.
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In classical logic, we can prove the existence of Hintikka normal forms by
showing that satisfiable state descriptions define partial isomorphisms [Hodges,
1997, pp. 84-85|. We can generalize this strategy for the case of urn logics.

Definition 4. Let M and N be classic structures with sets of choice sequences
I and N, respectively. There is a partial isomorphism Mgy ~ Ng; if and only if
there is a poset H of isomorphisms between finite parts of M and N such that
the following holds:

1. The first element ¢g in H is 0;

2. Assume that, for some n € N, there is an isomorphism ¢, between
substructures {ag,...,an—1} € M and {bo,...,bp—1} € N such that
tn(a;) = bi, {ag,...,an—1) € M and (by,...,bp—1) € N.

e For any a € M such that (ag,...,an—1,a) € M, there is b € N such
that (bg,...,bn—1,b) € M and there is an isomorphism ¢,,+1 between
{ag,...,an—1,a} and {by,...,b,_1,b} such that v, C 1,41 € H;

e For any b € N such that (by,...,b,—1,b) € N, there is a € M such
that (ag, ..., an—1,a) € M and there is an isomorphism ¢, 1 between
{ag,...,an—1,a} and {by,...,b,_1,b} such that v, C 1,41 € H;

3. H is the smallest poset satisfying conditions 1 and 2.

Moreover, we say that there is a k-partial isomorphism Mgy ~ Ne; if and
only if condition 2 holds at least for every n < k.

Lemma 1. Let M be a classic structure of a finite language and let M be a
set of choice sequences of M. Then, for every m,n,k € N, for any elements
ag,...,an € M, there is a unique state description O,,(xo,...,xy) such that

Mop = 0 (ag, - .., an).

Proof. Proof by induction on m € N. In the base case, 0y(xo, ..., zy) is

A=A N-®(o,. .. 20) = X,

for ¥ = {¢ € (zg,...,zn) : Mon = ¢(ao,...,a,)}. In the inductive step, con-
sider I' = {0, (x0, ..., Zn,y) : Mop = O (ag,...,an,b), for some b such that
(ag,...,an,b) € M}. Then, A IyI' AVy\/ T is the relevant state description. B

Lemma 2. Let £ be a finite language, M and N be classic structures of L.
Consider M and N sets of choice sequences of M and N, respectively. For any
k € N, the following are equivalent:
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1. Mgm >~k Nm,‘

2. For every m < k, there is a unique state description 0,, of L that is
satisfied by (M, 9) and (N, N).

Proof. (1=2) Assume 1. Item 2 is a consequence of the following fact:

(¥) For any m and n such that m + n < k, for any state description
Om(xo,...,2n—1) and for any (ag,...,an,—1) € M,

Mo, ag, - -+, an—1 ): Hm(a(]a cee aanfl) ~

Not, tn(ao), - - - tn(an—1) E Om(tn(ao), ..., tn(an—1))

for ¢, in the poset H of isomoprhisms that defines Mgy ~j N.

The proof of (x) follows by induction on m. Assume that the property holds
for some m < k. For any n such that m + n < k, consider a state description
Om (o, ..., Tn—1,y). We can show that (M, ) and (N, 91) agree in all formulas
of the form 3y 0,,(xo,...,zn—1,y) in the following way.

Suppose that Moy, ag, ..., an—1 = 3y Om(ao,...,an—1,y) (the proof in the
other direction works in exactly the same way). Therefore,

Mgm,ao, ey p—1,0a ': Gm(ao, . ,an_l,a)

for some a such that {(ag,...,a,—1,a) € M.
By inductive hypothesis and 1, there is ¢p,+1 € H such that

Non, Ln-i—l(aO)v ceey gl (an—l)) Ln—i—l(a) ): em(Ln—i-l(aO)’ sy Ln+1(an—1)a Ln+1(a))-

SO, N‘)’Iu Ln+1(a0)a ceey Ln+1(an—1) ): Ely gm(bn-‘rl(aO)v ceey Ln—f—l(an—l)a y)
Consider the set

I = {em(x‘o, e ,xn_l,y) : Mgm,ao, ey p—1,0 ': Gm(ao, .. .,an_l,a),

for some a such that (ag,...,an—1,a) € M}.

(M, 9t) and (N, 91) both satisfy (A JyI') A (Vy \/T'). Moreover, by Lemma
6 this is the only state description that we must consider. This completes the
proof of (x), 2 being a subcase of it.

(2=1) Assume 2. We can construct Mgy ~; Ny in the following way.
For some m < k, suppose Mgy ~,, Ng has been defined. Let ¢, be one
of the isomorphisms which define Mgy ~,, Ny and let the domain of ¢,, be
{ag, ..., am—1} such that {(ag,...,an—1) € M.
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Without loss of generality, fix some element a such that (ag,...,am-1,a) €
90 and consider the state description 6, (m41)(%0, - -, Zm—1,y) such that
Man, ao, - - - @m—1,a [ Op_(m+1) (@0, - - - @1, 0).

By 2 and the definition of Moy ~,, Ng,

NW’ Lm(ao)a sy Lm(am—1)7 b ): Hk—(m-‘rl)(l’m(ao): ety Lm(am—l)a b)a

for some b such that (¢,(ao), ..., tm(am—1),b) € N.
Consider the function ¢* D ¢, with domain {ao,...,am—_1,a} such that
t*(a) = b. Now, note that for any constant t € L,

tM =g < t =y occurs in Op—(m+1)(T0, - - s Tm—1,Y) & N =b.
Moreover, for any n-ary relation R € L, for every a € {ag,...,am—-1,a}" and
ze{xo, ..., Tm-1,y}",
a € RM & R(Z) occurs in Or—(m+1) (05 - s Tm—1,y) & 1"(a) € RN,

The case of functions can be reduced to the case of relations. So, ¢* is an
isomorphism. [ |

Based on Lemma 2] we can prove that in urn logics every unnested formula
has a set of Hintikka normal forms.

Theorem 2. Let ¢ be an unnested formula with quantifier rank k and free-
variables xq, . .., x,. Then, for every q > k, there is a Hintikka normal form 1
equivalent to ¢ and with quantifier rank q.

Proof. Proof by induction on ¢. If ¢ is atomic formula, then v is \/ T, for

I'={04(x0,...,2n) : Mon = 04(ao, ... ,an) Ao,
for some M, 9 and ay, . ..,a, € M}.

To verify this, first assume that, for some structure M and a set of choice
sequences M, Moy = ¢(ao, ..., a,). By Lemma 6, there is some state descrip-
tion 6, such that Mgy = 64(ao,...,an). Hence, Moy = \/I'(ao,...,a,), by
definition of T'.

On the other hand, assume Mgy = ¢(ag,...,a,). Moreover, suppose
that Moy = 04(ao,...,a,), for some §, € I'. Then, by definition of T,
there is some structure N and some set of choice sequences 91 such that
N = 04(bo, ..., bn) A ¢. However, by Lemma 7, 6, defines an isomorphism ¢;
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{ag,...,an} = {bo,...,by} and, consequently, Mgy = é(ao, ..., a,), what con-
tradicts our original hypothesis. So, ¢ =\/T.

For the inductive step, fix some ¢ > k and assume ¢ is ¥ A y. By inductive
hypothesis, there are Hintikka normal forms \/ ¥ and \/T" of ¢ and ~, respect-
ively, with quantifier rank ¢. So, \/(¥NI) is the Hintikka normal form of ¢. A si-
milar reasoning shows that \/(¥ UT) and \/(¥) are the Hintikka normal forms
of ¥ V v and —p, respectively, for U = {0,(xo,...,2) : O4(x0,...,2n) & V}.

Finally, suppose that ¢ is Jyy. By inductive hypothesis, 1 has a Hintikka
normal form \/T' with quantifier rank ¢ — 1. So, Jy1) is equivalent to Jy \/ T
Let Ag, ..., A, be all the non-empty elements of the power set of I'. For every
i < m, the formula A JyA; AVy\/ A, is a state description with quantifier rank
g. Further, \/T is equivalent to \/ (A 3yA; AVyV A;). Therefore, this is a

i<m

Hintikka normal form of ¢. ]

Theorem 2 establishes that in urn logics at least unnested formulas have
Hintikka normal forms. What about nested formulas? The next result shows
that in urn logics it is possible to weakly generalize Theorem 2 for all formulas.

In urn logics, every formula is equisatisfiable with some unnested translation
of it. We will not prove this fact here (see [Mendonga, 2018, p. 50| for more
details), but the following example gives an illustration. For instance, consider
a pair (M, 9) satisfying the formula f(g(z)) = ¢ and let g(z)M = a and
f(a)M = b, for some a,b € M. Let M be a variant of M such that (a, b) € M.
Then, Moy | JyTw(g(z) = y A fly) = wAc = w). So, f(g(z)) = cis
equisatisfiable with the formula Jy3w(g(z) =y A f(y) =w A c=w).

Corollary 1. Let ¢ be a formula with quantifier rank k. Then, for every ¢ > k,
there is a Hintikka normal form v with quantifier rank ¢ equisatisfiable with ¢.

Proof. Consider a pair (M, 90t) that satisfies ¢. There is a variant 9 of 9 and
an unnested translation ¢’ of ¢ such that Mgy = ¢/. By Theorem 2, for any
q > k, there is some Hintikka normal form ) equivalent to ¢’ with quantifier
rank g. So, v is equisatisfiable with ¢. |

4. Characterization theorems

In this section we finally show that a special class of Hintikka normal forms
determines a characterization theorem for perfect urn logic. Moreover, we in-
dicate how we can obtain an equivalent result for imperfect urn logic.

In what follows, for any atomic formula ¢, we say that the positive literal ¢
occurs in some state description @ if and only if ¢ occurs in # and —¢ does not
occur in 6.
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Definition 5. A state description # is p-consistent if and only if the following
holds:

e For any term ¢ that occurs in 6, the positive literal (¢t = t) occurs in 6,

e For any state description 6’ with quantifier rank 0 occurring in 6, for any
terms to, ..., tn, So, - - - , Sp, such that the positive literal (¢; = s;) occurs in
', and for every atomic formula ¢ with free-variables within x, ..., z,,
the positive literal ¢(to, ..., tn/20,...,x,) occurs in & if and only if the
positive literal ¢(sq, ..., s,/xo,...,Ty) occurs in €';

e For every atomic formula ¢ whose terms are free in 0, the positive literal
¢ occurs in 6 if and only if =¢ does not occur in 6.

We say that a Hintikka normal form is p-consistent if and only if every state
description occurring in it is p-consistent.

In classical logic, we can prove that consistent formulas are satisfiable by
showing that they define Hintikka sets |Hodges, 1997, pp. 40-42]. We can
explore a similar strategy to show that, in perfect urn logic, all and only
p-consistent Hintikka normal forms are satisfiable.

In what follows, let a subformula chain be a sequence of formulas
(@0, ..., ¢n) such that ¢; is subformula of ¢;, for every 0 <i < j < n. We rely
here on a ‘relaxed” concept of subformula: in particular, consider that —¢ and
—) are subformulas of both —(¢ A ¢) and —(¢ V ¢). Moreover, let ¢(t/x) be
a subformula of both Jz¢ and Vx¢, and let —¢(t/x) be a subformula of —3x¢
and —Vz¢, for any term ¢ of the considered language.

For any quantifier ), for any subformula chain T of the form

<¢0a s anmﬁ»T/)(t/l“)a e 'a¢n>’

t is called a witness of T. The sequence of witnesses (tg,...,t,) of T is the
collection of witnesses of T such that ¢; occurs first in T than t;, for every
0 <i < j <n. Finally, the quantifier rank of a subformula chain T, in symbols
QR(T), is the total number of formulas of the form Q1 in T.

Definition 6. For a language L, consider a collection of sets {A,, },en such
that the following holds:

1. (t=1t) € Ay, for every term ¢ of £ with complexity at most 2;

2. For every atomic formula ¢, either ¢ & Ag or =¢ & Ag;
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3. For every n e N, If p Ap € Ay, then ¢, € Ay; If =(¢ A ) € A,y then
either —¢ or - are in A,, (Dual clauses can be defined for ¢ V ¢ and

(¢ VY));
4. For every n € N, if =—¢ € A,,, then ¢ € Ay;

5. For every n € N, for every atomic formula ¢ with free-variables

X0y ..., Tm, if there are terms to, ..., tm, So, ..., Sy, such that (t; = ;) €
U A4, then
Jj<n

O(toy - st /Ty o Tm) € Ap S O(S0, -+ -y Sm/T0y -+ s Tm) € Ap;

6. For every formula ¢ that is either atomic or the negation of an atomic
formula, if ¢ € A,, then ¢ € A, 11;

7. Assume Jx¢p € A, and {Ty,...,T;, ...} is the set of all subformula

chains defined in (J A; such that Jz¢ is the last element in every T;
Jj<n

and QR(T;) = n+1. Then, for each T;, there is a constant c4; of £ such

that ¢(cei/x) € Ant1 (A dual condition holds for —Va¢);

8. Assume Vz¢ € A,. For every formula v of £ and for every non-empty set
of subformula chains {Ty,...,T;,...} defined in |J A; such that Jz1) €

Jj<n
A, is the last element of each T;, QR(T;) = n + 1, if there is some T;
with the same sequence of witnesses as that of some subformula chain T

defined in |J A; with Va¢ as its last element, then ¢(cy;/x) € Apy, for
Jj<n
the constant ¢y ; of £ defined as in clause 7 (A dual condition holds for

—Jz¢).

A collection of sets |J Aj such that A, has only quantifier-free formulas is
a p-set of formulas of EJ.Sn

The following lemma shows that p-sets are satisfiable in perfect urn logic.
Lemma 3. For any p-set of sentences A = |J A; of a language L, there is a
classic structure M and a set of choice sequerngez M such that, for every j < n,
for every ¢ € A and for some sequence (ao,...,aj—1) € M, it is the case that

Man, ag, - .-, aj-1 = .

Proof. We will build a canonical model M and a set of choice sequences 9t for
A. Consider the set C of closed terms of £ and a partition II(C) such that, for
every [t] € II(C), s € [t] if and only if (t = s) € A.

Let M be the following interpretation function:
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e For every constant c € £, M = [c];

e For every m-ary relation R € £, RM = {([to], ..., [tm-1]) :
R(to,...,tm—1) € A} (An analogous condition holds for m-ary functions
of L).

Let M= (TI(C),M). 9 can be defined as follows:
o My ={[t] : for some formula ¢ of £, Jzp € Ag and ¢(t/x) € A1},

Now, remember that, by definition of p-set, for every formula of the form

Jz¢ € Aj, the set of subformula chains {Ty,...,Ty,...} defined in |J Ay such
k<j

that QR(T;) = j + 1 which have Jx¢ as their last element generates a set of

constants {c¢ 0, . ..,Ce,- ..} such that ¢(cs;/x) € Ajy1. Hence:

e For any [a] € M;, let B([a]) = {[cs.] : a is the sequence of witnesses of

some subformula chain T; defined in |J Ag with Jz¢ as its last element,
k<j

for some formula ¢ of £}. Based on this, 94, is straightforwardly

defined.

The lemma is a consequence of the following claim:

(xx) For every j < n, for any formula ¢ with free-variables x, ..., z,, and for
any closed terms tg, ..., %, of L, the following holds:

o If <Z>(t0,_. ooy tm/To, ..., Tm) € Aj, then Moy, [[;}] E o([to],-- -, [tm]), for
every [s] € M;_; such that 5 is the sequence of witnesses of some subfor-

mula chain T defined in |J Ay with ¢(to, ..., tm/x0,...,Tm) as its last
k<j
element;

o If ﬁgb(t(_),...,tm/:co,...,xm) € Aj, then Myy, [[;]] ¥ o([to], - - -, [tm]), for

every [s] € M;_; such that 5 is the sequence of witnesses of some subfor-

mula chain T defined in |J Ag with =é(to, ..., tm/To, ..., Tm) as its last
k<j
element.

We can prove (xx) by induction on ¢. If ¢ is atomic, then the property
follows by definition of M and by clauses 2 and 5 of Definition [6]
Assume ¢ is » Ay and P Ay € A;j. Moreover, assume that 5 is the sequence
of witnesses of a subformula chain T defined in |J A with ¢ as its last element.
k<j
Then, ¥,v € A; and both formulas extend T tBj two other subformula chains
that have the same sequence of witnesses. Therefore, by inductive hypothesis,
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Mo, [s] = % A([to],---,[tm]). On the other hand, assume —(¢) A7) € A,;.

Then, either —1) or —y are in A;. Without loss of generality, suppose =1 € A;.

So, by inductive hypothesis, Mgy, [s] = —(¥ A v)([to], ..., [tm]). Based on a

similar argument we can verify that the property holds for ¢ Vv and —(¢ V 7).
Assume ¢ is ~9. If ¢ € Aj, then, by inductive hypothesis,

MDﬁ? [[S]] ): ¢([[t0]]7 ) [[tm]D

On the other hand, if ~¢ € A;, then ¢ € A; and, by inductive hypothesis,
Mon, [[S]] l# ¢([[t0]]7 M) [[tm]])

Assume ¢ is Jxztp and ¢ € Aj;. Then, 9(cyi/x) € Ajr1. By inductive hy-
pothesis, Man, [s], [eg] & ¥ ([to], - - -, [tm], [ep.i]). Given that [y ;] € B([s]),
then Moy, [s] = Jzv([to], - - -, [tm])-

Finally, assume ¢ is Va1 and ¢ € A;. Fix some formula v such that there
is some subformula chain T defined in |J Ay with Jzvy as its last element

k<j
and whose sequence of witnesses is 3. Therj17 YP(eyi/x) € Ajii. By inductive
hypothesis,
Mgﬁv [[8]]) [[C'y,i]] ): w([[t(]]]v SRR [[tm]]7 [[C’y,i]])‘
By definition of B([s]), these are all the terms that need to be considered
in order to conclude that My, [s] = Yz([to], .., [tm]). Based on a similar
argument we can verify that the property holds for =Vzy and —3x. |

Lemma 4. For every p-consistent state description 0 with quantifier rank n+1

there is a p-set A= |J Aj such that § € Ay.
j<n+1

Proof. Let L be a finite language of . By definition, 6 is of the form

(/\3zol) A (V2o \/ T),

for some set I' of game normal forms. So, let Ag be the set that collects all the
conjuncts of 6 plus all identities ¢ = ¢ such that ¢ is a term of complexity at
most 2 of L.

In order to define Ay, consider an extension £; = LU {c, : ¢ € I'}. Based
on this extension, let

Ay ={(cy/z0) : ¢ € T}U{\/T(cp/x0) : ¢ € TIU
U{t=t:t=te Ag}U{t: 1 is either a conjunct of ¢(cy/x0) or
is a disjunct of\/ I'(cy/x0), for some ¢ € I'}.

For any ¢’ € T, every ¢(cy/x0) € Ay is a game normal form of the form
(AJziLy) A (Vo1 \/Ty). Assume ¢y, ..., ¢p, are all such formulas. In order to
define Ay, consider a new extension Lo = L1 U {cy : 9 € T'y,, 0 < i < m}.
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Let ¥ = {¢(cy/x1) 1 ¥ € Ty, 0 < i < m}. For every 0 < i < m, let
T; be the subformula chain defined in Ag U Ay with Vo, \/ Ty, as its last
element and let ¥ = {\/T'y,(cy/x1) : the subformula chain T defined in Ay U
Aq with 3219 as its last element has the same sequence of witnesses as T;}.
Based on this, consider that

Ay =Y UY'U{t=t:t=te A }JU
U{) : 9 is either a conjunct of some element of ¥’ or a disjunct of

some element of ¥"}.

The reiteration of this process n + 1-times generates an adequate p-set A.H

Theorem 3. For every state description 6, 0 is satisfiable in perfect urn logic
if and only if 0 is p-consistent.

Proof. (Sufficiency) Assume 6 is not p-consistent. Then, we must consider the
following three cases:

e Case 1: for some term t of the considered language, ¢ # t occurs in 6.
In this case, in every game G(M, 9, 6) there is a winning strategy for
Abelard, namely, to force Eloise to hold ¢ # t.

e Case 2: in some state description 6’ occurring in 6 with ¢r(6') = 0,
for some terms tg,...,tn, So,- - ., Sy such that the positive literal ¢; = s;
occurs in ¢, for some atomic formula ¢ with free-variables x, ..., z,, the
positive literal ¢(tg, ..., tn/To,. .., x,) occurs in " but the positive literal
&(50, - -+ 8n/T0, - - -, Ty) does not occur in §’. In this case, Abelard has the
following winning strategy in a game G(M, 9, 60). Consider that Eloise
substitutes tq,...,t,, So,..., Sy by some ag,...,a, € M during a match
of G(M, 9, 0). If Moy, ao,...,a, | ¢, then Abelard enforces Eloise to
hold the formula —¢(so, ..., sp/xo,...,Zy); Otherwise, Abelard enforces
Eloise to hold the formula ¢(to,...,tn/xo, ..., Tp).

e Case 3: for some atomic formula ¢ whose terms tg, ..., t, are not bounded
in @, both ¢ and —¢ occur in 6. In this case, Abelard has the following
winning strategy in any game G(M, 9, 0): if Moy = ¢, then Abelard
enforces Eloise to hold —¢; Otherwise, Abelard enforces Eloise to hold ¢.

(Necessity) The proof is immediate from Lemmas |3|and H4]. |

Corollary 2. [Characterization theorem for perfect urn logic| A formula ¢ is
satisfiable in perfect urn logic if and only if ¢ has p-consistent Hintikka normal
forms.
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Imperfect urn logic describes a stricter notion of satisfiability than perfect
urn logic. So, finally, let us a present a quick remark on how we can obtain a
similar characterization theorem for the former logical system.

Essentially, in imperfect urn logic different choice n-sequences @ and b have
always the same choice sets, that is, B(a) = B(b). Now, if the concept of choice
sequence is syntactically grasped by the notion of a sequence of witnesses, then
what we need to do is to define a subclass of the set of p-consistent state
descriptions such that, for any 6 in this subclass, any two existential formulas
Jx¢ and Jz1y occurring in # with the same quantifier rank should accept the
same witnesses. This subset of formulas defines a notion of consistency for
imperfect urn logic (for simplicity, we call this notion i-consistency). If we
generalize this property for Hintikka normal forms (by saying that for any two
state descriptions 6 and € occurring in some Hintikka normal form, any two
existential formulas Jx¢ and Jxy occurring in them with the same quantifier
rank accept the same witnesses), then, appealing to a strategy similar to the
one used above, we could show that these are all and the only formulas which
are satisfiable in imperfect urn logic. Since the proof of this result is very
similar to the one presented above, we let to the reader the task of proving this
theorem — the reader can get more information about it in [Mendonca, 2018].

5. How have we avoided the scandal of deduction?

In this paper we have shown that we can define truth-conditional semantics
for both perfect and imperfect urn logics. Furthermore, we have presented a full
characterization of the sets of logical validities of these systems. In the case of
perfect urn logic, every formula satisfiable in this system is equisatisfiable with
a p-consistent Hintikka normal form. By its turn, in the case of imperfect urn
logic, we have indicated that the satisfiable formulas are all equisatisfiable with
i-consistent Hintikka normal forms. Now, we need to go back and ask again:
what happens to the scandal of deduction under this new logical framework?

It is not difficult to see that traditional theory of semantic information
based on urn logics in fact blocks the scandal of deduction. We can see this
by noticing that classical logic defines a proper subclass of structures of urn
logic, i.e., we can conceive of a classic structure M as a model whose set of
choice sequences 9 is equal to the set of all sequences of M. Now, given the
fact that, in this sense, classical logic is a semantic fragment of urn logics, some
formulas which are unsatisfiable in the former system become satisfiable in the
latter ones. So, many classical logical truths turn out to be not valid in urn
logics and, consequently, have its real informativeness acknowledged in this new
theoretical context.
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However, this is too much theoretical. The reader might want to see some
concrete examples of classical logical validities which show themselves to be
really informative in this new logical framework. In order to see one such
example, we can consider again Russell’s paradox, the anomalous consequence
of naive set theory. As we have said before, beginning students of set theory
often find it difficult to see that the notion of a set of all sets that do not
contain themselves as elements is contradictory. Hence, these reasoners ignore
that the sentence —JaVy(y € = <> y ¢ y) is logically valid. In urn logics, we
can formalize the epistemological standpoint of a person who ignores the logical
validity of that sentence in the following way. Consider a classic structure Q
and a set of choice sequences 9 such that Qp = {a}, Q1 = {b} and Q classically
satisfies b € a and b ¢ b. It is easy to see that Qg = JaVy(y € z <> y € y). So,
based on urn logics, the epistemological standpoint of an individual who does
not know that the sentence —3aVy(y € = <> y & y) is logically valid can be
explained by the idea that her knowledge of truth-conditions does not exclude
impossible models such as Qq.

Finally, let us make a few more general remarks on what more can we expect
to obtain from traditional theory of semantic information in this new logical
framework. Since urn logics are decidable formal systems |Olin, 1978 p. 357],
with this replacement we obtain a decidable theory of semantic information.
This is a theoretical advantage for the following reason: given that here we
associated semantic information with the epistemological standpoint of ordinary
reasoners, this conception presupposes (at least from an internalist approach
to epistemology) that ordinary reasoners are able to effectively measure the
semantic information of a given sentence. This presupposition is entirely met
by the decidability of urn logics.

However, one question remains unanswered: given that there are at least
two different systems of urn logic, which one provides the best framework for
the development of a theory of semantic information? This is a difficult ques-
tion. Perhaps, in order to solve this issue, we should do an empirical research
on the actual conditions of the epistemological standpoint of ordinary reason-
ers towards logical knowledge or, even, of the knowledge associated with the
semantic competence of linguistic users. Anyway, this discussion surpasses the
limits of the present exposition. Provisionally, we could state that perfect urn
logic, given its generality (that is, given the fact that this system semantically
includes both classical logic and imperfect urn logic), is a quite appropriate
framework for a theory of semantic information.
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1. Introduction

Let var denote a (non-empty) denumerable set of all propositional variables.
The set of formulas F is inductively defined as follows:

pu=p|alavValaha|a— a,

where p € var, a € F and the symbols —, V, A, — denote negation, disjunction,
conjunction and implication, respectively. The connective of equivalence, o <>
B, is treated as an abbreviation for (o — 8) A (8 — «).

© Ciuciura J.
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Paracomplete logic can be defined in various ways, for instance,

Definition 1. A logic (£,F) is said to be paracomplete if, and only if
(1) {8 = a,~8 — a} ¥ a, for some a, 8 € F; or
(2) 0¥ oV —a, for some a € F; or
(3) 0¥ (~a — ) — a, for some a € F; or
(4) 0¥ (a — =) — —a, for some a € F.!

It is noticeable that paracomplete logic is specified negatively: any logic is
paracomplete if it meets at least one of the criteria listed above. The defini-
tions may seem too general at first sight; in particular, they may suggest some
logics which have nothing in common with paracompleteness. Suffice it to note
that Lukasiewicz’s three—valued logic meets the four requirements. It is not
by accident, however, that the example has been cited here. From philosoph-
ical perspective, paracomplete calculi are expected to cope with the problem
of vagueness,? or uncertain and incomplete information.? Seen from this view-
point, Lukasiewicz’s logic is a good example of how to interpret uncertainty in
relation to the issue of determinism or fatalism, whereas paracomplete calculi —
with regard to the dynamic character of information or knowledge. Metaphor-
ically speaking, in paracomplete logic, the dilemma of ‘Tomorrow’s sea fight’
has been reduced to ‘Today’s communication’.

The paracomplete calculi are expected to deal with the situation when some
propositions and their negations are allowed to be simultaneously false, which
is impossible in the classical and many non—classical propositional logics. The
calculi are also viewed as being dual to their paraconsistent counterparts, in
a sense that “(...) a logic is paraconsistent if it can be the underlying logic of
theories containing contradictory theorems which are both true. (...) a logical
system is paracomplete if it can function as the underlying logic of theories in
which there are (closed) formulas such that these formulas and their negations
are simultaneously false” |Lopari¢, da Costa, 1984, p. 119].

In what follows, we will consider axiomatic propositional calculi in a Hilbert-
style formalization with the sole rule of inference (MP): « — 3, o / 8. Such
a calculus C, identified with the triple (F, Az¢c,t¢), is determined by its set
of axioms Az¢ which is included in F. We will require for each paracomplete
calculus that it contains all axiom schemas of the positive fragment of Classical
Propositional Calculus (CPC™, for short), that is, all instances of the following
schemas:

1Cit. per |Petrukhin, 2018| pp. 425-426]. Some interesting examples of the paracomplete
calculi are given in |Batens et all, 1999} Bolotov et all, 2018} |Ciuciura, 2015; |[Karpenko,
Tomova, 2017} [Lopari¢, da Costa, 1984} [Popov, 2002} |Sette, Carnielli, 1995]|.

ZSee [Arruda, Alves, 1979; |Arruda, Alves, 1979] and [Beall, 2017 Section 4.1], for details.

3See [Bolotov et all, 2018|, for details.
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admits the rule (MP), and fulfils all the criteria listed in Definition 1. To put
it more accurately:

Definition 2. A calculus (F, Az¢,F¢) is said to be paracomplete if, and only
if it contains CPC™, admits (MP) and cumulatively meets the conditions:

(1) {f — a,~8 — a} ¥ a, for some o, € F

(2) 0¥ aV —a, for some o € F

(3) 0¥ (ma — ) — a, for some a € F

(4) D ¥ (o — —=a) — —a, for some o € F.

Observe that many non-classical logics, esp. Intuitionistic and Lukasiewicz’s
three—valued logic, do not come within the scope of paracompleteness.

Definition 3. For C, any a € F and any I' C F, we say that « is provable
from T within C (in symbols: ' ¢ «) iff there is a finite sequence of formulas,
B1, B2, ..., By such that 8, = « and for each i < n, either §; € I', or 3; € Axc,
or for some j,k < i we have 8, = 8; — ;. A formula « is a thesis of C iff o is
provable from ) within C (in symbols: 0 ¢ ).

Definition 4. Let 7(C) be the set of all theses of C. For any calculi C and Cx
in F, we say that C is an extension of Cx if, and only if 7(Cx) C T(C). We
say that Cx is a proper subsystem of C (in symbols: Cx C C) if, and only if

T(Cx) CT(C) and T(C) £ T(Cx).
Let us recall a few well-known facts about C, where C = CPC*T + (MP).

Theorem 1. Deduction theorem holds for C.

Proof. This follows from the fact that C includes (A1) and (A2), and the sole
rule of inference in C is (MP). [ |
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Lemma 1. Let I, AC F and o, B, v € F.
(1) Ifa €T, thenT' ¢ «
(2) IfT CA and T ¢ a, then A e «
(3) T ke « iff for some finite A CT, Altc
(4) If A Fc a and, for every B € A it is true that I' ¢ B, then I' ¢ «
(5) IfTU{a}Fcvy and TU{B} Fc v, then T U{aV S} ey
(6) IfTU{a} e B and Atc a, then TUA ¢ 8
(in particular, if TU{a} ke B and O Fe o, then T ¢ 3)

Proof. We refer the interested reader to |[Wojcicki, 1988] and [Pogorzelski,
Wojtylak, 2008| for details. [ |

Remark 1. The relation F¢ is a finitary consequence relation satisfying
Tarskian properties (reflexivity, monotonicity, transitivity).

2. Paracomplete calculi. Axioms

The basic paracomplete calculus discussed in this section is CLaN. CLaN,
as introduced in |Batens et all, 1999, is defined by (MP), CPC™ and the law
of explosion (DS): a@ — (-a — ). In the succeeding paragraphs, we consider
some extensions of C'LalN. They are obtained from C'LaN by adding to it at
least one of the schemas:

(ExM?) aV —aV -«
(NN*) a — ——a.

As a result, we obtain three such extensions, namely,

Duin = CLaN + (NN¥)
Q' = CLaN + (ExM?)
QD! = CLaN + (ExM?) + (NN*).

The calculus Q' was introduced in |Ciuciura, 2019]; Dy, was briefly dis-
cussed in |Carnielli, Marcos, 1999]; QD' seems to be pretty new. Notice that
the calculi (incl. QD') are proper subsystems of I'. The propositional calcu-
lus I' was originally defined by (MP), (A1), (A2),

(I1) (== = =8) = ((m~a = B) = —a)
(I2) (o = B) = (a — B).2

The connectives of = and — are taken as primitives. Conjunction, disjunc-
tion and equivalence are useful abbreviations. They can be introduced via the
definitions:

4[Sette, Carnielli, 1995 pp. 182-183].
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aAB =g ~((a = a)=>a)=> =((B—5)—=08)
aV B =g (=(8—p)—=8) = (a = a)—a)
ar B=g (a—=B)AB— )

It is noteworthy that I' gave an impulse for further research and several al-
ternative axiomatizations for the calculus were proposed. In [Ciuciura,2015],
for instance, the consequentia mirabilis (cf. Defition 1, (3)) plays the key
role; in [Ferndndez, Coniglio, 2003|, the role is taken by the tertium non datur
(¢f. Defition 1, (2)) which suggests that the connective of disjunction (and
conjunction) formally appears in formulas. Indeed, Fernandez—Coniglio’s axio-
matization consists of (A1), (A2), (44)—-(A9), (NN*) and

(nC) =(a A —a)
(NI*) (aV =) = ((a = B) = ((a = =8) = ~a))
(ExM™) maV ——a
(BxM?*) (a1 B)V ~(aff), where § € {A,V, =}
The sole rule of inference is (MP).
We prove now that CLaN, Dyin, Q' and QD! meet the criteria mentioned
in Definition 2; let C € {CLaN, Dpin, Q', QD'}, for the sake of brevity.

Remark 2. (1) The formulas

(ExM) pV —p

(CM1) (p — —p) = —p

(CM2) (-p—p) —>p

(NN) ==p —p
are not provable in C.

(2) Neither (a) {8 — a, = — a} F¢ a, nor (b) {—~(a — )} k¢ =5, nor (c)
{a = =8, — B} F¢ —a hold, for any «a, f € F.

Proof. Apply the matrix M = <{1,2,0}, {1}, AV, — >, where {1,2,0} is
the set of logical values, 1 is the designated truth value in Mj; and the con-
nectives =, A, V, — are defined in the same way as it is done in [Sette, Carnielli,
1995| (see pp. 190, 199), that is,

=1 2 0 -
11 0 0 1[0
2 1 1 1 2|0
01 1 1 01

5See Ibid., p. 199.; see also [Karpenko, Tomova, 2017, p. 14].
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Al 2 0 vil 2 0
111 0 O 171 1 1
210 0 O 211 0 O
0/0 0 O 011 0 O

Observe that (A1)-(A9), (DS), (ExM?), (NN*) are valid in M; and (MP)
preserves validity. To demonstrate that (ExM), (CM1), (CM2) and (NN)
are unprovable in C, it suffices to assign 2 to p in the formulas p V —p, (p —
-p) = —p, (-p = p) = p and ——p — p, respectively. This shows that the
claim (1) holds. For (2), assign 2 to o and § in (a); 1 to @ and 2 to 3 in (b);
2to aand 0 to B in (c). [ |

Remark 3. The calculus QD' can be defined, in a Hilbert-style formalization,
by the axiom schemas of CPC™, (DS), (FxM~) —aV ==« and (MP).

Proof. We need to show that (1) (ExM™) is a thesis of QD' and (2) (ExM?)
and (NN*) are provable in QD}, where QD! is defined by CPC™*, (DS),
(ExM™) and (MP). (1): This can be easily done by means of (EzM?), (NN*),
the thesis of CPCT (aVBV~y) = ((a =) = (BV~)) and (MP). (2): Assume
that o (by the deduction theorem). Then, we obtain —ae — ——a by (DS), the
assumption and (MP). Notice that § Fop1 (ma = ——a) — ——a by (ExM™),
the thesis of CPCT (aV 8) — ((a — B) — B) and (MP). If —a — ——«
and (ma — ——a) — ——a, then ——a, and finally § Fgp1 o — ——a by the
deduction theorem. To prove that (ExM?) is a thesis of QD}, it suffices to
apply (MP) to (A8) and (ExM™). |

Remark 4. CLaN C— Q' C— QD" and CLaN C D C QD'

Proof. 1t is clear that Q' and D,,;, are the extensions of CLaN. A proof
that CLaN is a proper subsystem of Q' immediately follows from the classical
truth tables for implication, conjunction and disjunction plus the following one
for negation:

O =
o Ol J

The designated value is 1. As expected, (A1)-(A9), (DS) are valid under the
interpretation and (MP) preserves validity. Now, assign 0 to p in pV —pV ——p
to demonstrate that there is a thesis of Q' which is unprovable in CLaN.

A proof that CLaN is a proper subsystem of D,,;, basically follows from the
fact that p — ——p is not provable in C'LaN. This can be shown by modifying
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the matrix M appropriately, that is, by replacing the truth table for negation
with the so-called rotary negation:

112
210
01

and assigning 1 to p in p — ——p. Let M3 denote the resulting matrix, hence-
forth.

It is obvious that QD! is an extension of Q' and D,,in. Now, we show
that the formula —p V ——p is provable neither in Q' nor D,,;,. Case Q':
apply M3 and assign 1 to p in —p V =—p. Case Dpn: consider the matrix
Mz, = <{1,2,0},{1},ﬂ,/\,\/,—> >, where the connectives A, V,— are defined
in the same way as in My, but the truth table for negation is as follows:

SN =
— N Of

The axiom schemas of D,,;, are valid in the matrix and (MP) preserves validity;
to falsify —p V ——p, it is enough to assign 2 to p. [ ]

Remark 5. (1) Dyin 2 QF

Proof. (1): Apply the matrix M3, and assign 2 to p in pV —=p V =—p, to show
that the formula p V —=p V ——p is unprovable in D;;,. (2): Use the matrix Ms
and assign 1 to p in p — ——p, to demonstrate that p — ——p is unprovable in

Q. ]

Remark 6. QD! C I' — CPC, where CPC denotes the classical propositional
calculus.

Proof. It is known that I' = CPC.% All we have to do is to prove
that QD! = I'. Since (MP) is the sole rule of inference of both calculi and
each axiom schema of QD! is provable in I', then I' is an extension of
QD'. Now, we prove that (nCP) —(p A —p) is not a thesis of QD' (cf.
Fernandez-Coniglio’s axiomatization of I'). For this purpose, consider the
matrix Ms. = ({1,2,0},{1},-,A,V,— ), where 1 is the only designated
value in Ma3,, the connectives of negation and implication are specified in the
same way as in M7, but conjunction and disjunction are defined as follows:

6See [Sette, Carnielli, 1995} [Karpenko, Tomova, 2017; [Ciuciura, 2015|, for details.
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Al 2 0 vil 2 0
111 2 2 171 1 1
212 2 2 211 2 2
012 2 0 011 2 0

Each axiom schema of QD1 is valid in M3, and the rule of detachment
preserves validity. To show that (nCP) is unprovable in QD! it is enough to
assign 2 to p in —(p A —p). |

Since CLaN, Dpin, @' and QD' are proper subsystems of I', I' is the
strongest calculus among the paracomplete calculi that have been discussed
so far. Moreover, I' is mazimal in the sense that if we enrich the calculus
with any classical tautology, which is not valid in I', the resulting calculus
collapses into CPC'. It means that there is no structural proper subsystem of
CPC stronger than I'. But ‘Is CLaN the weakest paracomplete calculus?’,
or: ‘Is there a proper subsystem of C'LaN admitting CPCt and (MP)?’ Some
results supporting a positive answer were suggested in Section 7 of |[Nowak,
1998]. The requested calculus, denoted as ¢y, is defined by CPC*, (MP)
and (DS*) a — (—a — —f3).

Remark 7. CPCT C ¢;; © CLaN.

Proof. 1t is obvious that CPC*t C F¢yp. For ¢yp © CLaN, note that (DS*)
is an instance of (DS). Thus all the axiom schemas of -¢y; are theses of CLaN.
To show that p — (—p — ¢) is unprovable in F¢y1, apply the classical truth
tables for implication, conjunction and disjunction plus the following one for
negation (1 is the designated value):

O =
—

Let us summarize that the lattice relationships between the calculi can be
represented by the structure of Figure 1.

3. Paracomplete calculi. Semantics

A Kripke-type semantics for ¢ was given in [Nowak, 1998, p. 98]; a valua-
tion semantics for C'LaN was introduced in |Batens et all, 1999, p. 32|; and
a three-valued semantics for I! was proposed in |Sette, Carnielli, 1995 p. 190];
an alternative semantics for I' was discussed in [Fernéndez, Coniglio, 2003].
In this section, we propose a bi-valuational semantics for the calculi Q' and

QD'; let Cx € {Q',QD'}, for the sake of brevity.
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Fig. 1. A lattice of the paracomplete calculi.

Definition 5. A Cx-valuation is any function v : F — {1,0} that satisfies,
for any «, 8 € F, the following conditions:

(V) v(aV B)=1iff v(a)=1 or v(B)=1

(A) v(a A B)=1 iff v(a)=1 and v(B)=1

(=) v(a = B)=1 iff v(a)=0 or v(B)=1

(=) if v(—a)=1, then v(a)=0,
and additionally,

(=) if v(==a)=0, then (v(a)=1 or v(=a)=1), for Cx = Q*

(=) if v(==a)=0, then v(—a)=1, for Cx = QD"

Definition 6. A formula « is a Cx-tautology if, and only if for every Cx-
valuation v, v(a) = 1. For any @ € F and I' C F, « is a semantic consequence
of I' (I' e «, in symbols) iff for any Cx-valuation v: if v(5) = 1 for any g € I,
then v(a) = 1.

The proof of soundness can be obtained in the standard way, by induction
on the length of a derivation in Cx.

Theorem 2. For every I' C F and o € F, we have if I Foy a, then T =y .

For the proof of completeness, we apply the method which is based on the
notion of maximal non-trivial sets of formulas. We use the technique proposed
in |Carnielli, Coniglio, 2016, Section 2.2|. Before going further, let us recall
some important definitions and results. Let C = (F, Az¢,t¢) be a calculus
(satisfying Tarskian properties) and A C F.
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Definition 7. We say that A is a closed theory of C if, and only if for any
BeF: Abe B iff € A. Wesay that A is maximal non-trivial with respect
to a € F in C, if, and only if (i) A ¢ a, and (ii) for every 8 € F, if § ¢ A
then AU {5} k¢ a.

Lemma 2 (|Carnielli, Coniglio, 2016|, Lemma 2.2.5). Every maximal non-
trivial set with respect to some formula is a closed theory.

Observe that the lemma holds for Cx. Moreover, we have:

Lemma 3. For any mazimal non-trivial set A with respect to a in Cx the
mapping v : F — {1,0} defined, for any 6 € F, as (x): v(0) = 1 if and only
if 0 €A, is aCx-valuation.

Proof. We only prove the clauses for negation. The rest of the proof is similar
to that of Theorem 2.2.7 in |Carnielli, Coniglio, 2016|.

Assume, for a contradiction, that v(—=f) = 1 and v(f) = 1. Thus we have
-5 € A and 8 € A by (x). This implies, by Lemma 1(1), that A ke, —f
and A k¢, 8. But, if A by =8 and A Fe, B, then A ke, {—5,8}. Since
0 tex B — (58 — ), thus {B,-8} Fex v, by the deduction theorem. The
relation k¢, is transitive, so A ke, . Notice that A is a closed theory, so
a € A. But a ¢ A (by the main assumption). This yields a contradiction.

If Cx = Q', we need to show that the mapping v satisfies the following
clause: if v(=—=f8) = 0 then (v(8) = 1 or v(=8) = 1), for any § € F. Assume,
for a contradiction, that v(——8) = 0 and v(=f3) = v(8) = 0. Thus we have
-8 ¢ A, -8 ¢ A and B € A by (x). Since A is a maximal non-trivial set
with respect to o, AU {B} Fg1 o, AU{=8} Fgr aand AU {-=8} Fq a.
Consequently, AU{BV =V ~=8} Fo1 a, by Lemma 1 (5). Note that () kg
BV BV -8, 50 Al «, by Lemma 1 (6). Since A is a closed theory, then
a € A. But a ¢ A. This yields a contradiction.

If Cx = QD' we have to prove that the mapping v satisfies the clause: if
v(==3) = 0 then v(—=8) = 1, for any § € F. Assume, for a contradiction, that
v(—==p) = 0 and v(—f) = 0. Then we have == ¢ A and =5 ¢ A by (x). Since
A is a maximal non-trivial set with respect to «, then AU {-=8} Fgp1 o and
A U{=8} Fopr a. Consequently, A U {-8V -=8} Fop1 a, by Lemma 1 (6).
It is known that ) Fop1 =8V ==f, s0 Abgp1 «, by Lemma 1 (6). Since A is
a closed theory, then @ € A. But a ¢ A. This yields a contradiction. [ |

Note that the so-called Lindenbaum—bLos’ theorem holds, for any finitary
calculus C = (F, Azc,be).

Lemma 4 (|[Pogorzelski, Wojtylak, 2008], Theorem 3.31; |Carnielli, Coniglio,
2016|, Theorem 2.2.6). For any I’ C F and o € F such that T /¢ «, there is a
mazimal non-trivial set A with respect to o in C such that T' C A.
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Thus, the completeness of Cx follows:

Theorem 3. For allT' C F and a € F: if I' ey @, then I ey a.

Proof. Assume that I' /¢, o and A be a maximal non-trivial set with respect
to a in C* such that I' C A. Then a € A. Because Lemma 8 holds, there is a
valuation v such that v(a) = 0 and v(5) = 1, for any 5 € I'. Hence I' ¢, a.

[ |

4. A hierarchy of the paracomplete calculi

The Foii, CLaN, Dopin, Q', QD' and I' are not the only paracomplete
calculi that satisfy the criteria specified in Definition 2. In fact, there are
infinitely many such calculi, for example, Q', Q?, ..., Q"; or QD', QD?,...
@D™. The hierarchy of Q"—calculi, n € N, was considered in |Ciuciura, 2019].
In the subsequent paragraphs we will discuss the hierarchy of ) D™—calculi. The
hierarchy is obtained by replacing (ExzM ™) with a more general schema, that
is,

(ExM™) ="a Vv —-"*la,

n
where n € N and "« is an abbreviation for Z—...~a. To put it more precisely,
for each n € N, let QD" be obtained from CPC* (and (MP)) by adding to it
the axiom schemas:

(DS) a = (o — p)
(BExM™) ="a v "7

For each n € N, the semantics for QD™ results from replacing the evaluation
condition for (——) with a more general one, i.e.

(=" if v(="Tla)=0, then v(="a)=1.
The semantic clauses for (V), (A), (—) and (=) remain unchanged, i.e.

Definition 8. A Q)D"-valuation is any function v : F — {1, 0} that satisfies,
for any «, 8 € F, the conditions:

(V) v(aV B)=1iff v(a)=1 or v(B)=1

(A) v(a A B)=1iff v(a) = 1 and v(B)=1

"If n = 0, then QD° = CPC. Some other examples of the hierarchies are known in the
logical literature. For instance, the hierarchy of I™—calculi is proposed in [Sette, Carnielli,
1995] and [Fernandez, Coniglio, 2003|. There are also interesting hierarchies in a Newton da
Costa-style presentation, e.g. da Costa and Marconi’s hierarchy of paracomplete calculi P,,
see |da Costa, Marconi, 1986|; or Arruda—Alves’ logic of vagueness, see |Arruda, Alves, 1979|
and |Arruda, Alves, 1979).



A lattice of the paracomplete calculi 121

(=) v(a = B)=1 iff v(a)=0 or v(5)=1

(=) if v(—a)=1, then v(a)=0,

(="+1) if v(="T1a)=0, then v(="a)=1, where n € N.

The definition of @ D™-tautology (and semantic consequence =gpn) is ana-
logous to that of Definition 6.

Theorem 4. For everyl’ CF and a € F, I' Fgpn a iff ' [=gpn o, n € N.
Proof. Proceed analogously to the proof of Theorems 2 and 3. ]

At the end of this section, we state a few simple facts about the Q) D™—calculi.

Remark 8. If n > 1, then the formula p — ——p is not provable in QD".
Proof. This follows from the completeness of () D™—calculi. ]

Remark 9. If n > 1, then

Proof. (1): Although (ExM™) is an axiom schema of QD", the formula
—"p vV ="*1p is not provable in D,,;, (it is enough to apply the semantics and
completeness theorem for D, cf. |Carnielli, Marcos, 1999, Proposition 6.2).
(2): This is a consequence of Remark 8 and the fact that (NN*) is an axiom
schema of D,n. |

Remark 10. For any r, m € N such that r > m, we have QD" C_ QD™.
Proof. The proof follows from the completeness of QQ D™—calculi. |

Remark 11. Enriching the set of axiom schemas of any Q D™-calculus (n € N)
with the formula (NN) =—a — «, results in obtaining the axiom system of
CPC.

Proof. This follows from the fact that the axiom schemas (ExM ™) and (NN)
are equivalent to (EzM) aV —a in CPC. [

Remark 12. Enriching the set of axiom schemas of any ) D™-calculus (for
n > 1) with the formula ~——a — —q, results in obtaining the calculus QD'.

Proof. Notice that (1) =——a — —a is a thesis of @D, and (2) =——p — —p is
not provable in any QD"-calculus that is weaker than QD'. Now it suffices to
show that (EzM ™), where n > 1, and =——a — -« are equivalent to (EzM ™)
in QD' [ |

Acknowledgements. I am very grateful to anonymous reviewers for their helpful
comments on an earlier draft of this paper.
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Awnnoranus: B crarbe paccmarpuBaercs kiace ERA-Oruk ¢ sMOMpudecKuMu MOJAIBLHO-
crsimu [ (Heobxomumocts) U O (BO3MOXKHOCTB), KOTOPBIE XapaKTEPU3yIOT, COOTBETCTBEH-
HO, BBICKA3bIBAHUsI, MPEJICTABJISIIONINE SMIIUPUIECKAE 3aKOHBI M IMIIMPUIECKUE TEHIEHIINN,
T. €. SMIUPUIECKHE 3aKOHOMEDPHOCTU. DMIUPUIECKHE 3aKOHOMEDPHOCTH SIBJISIOTCS PE3YJIib-
tarom JICM-paccy»KaeHnii, Koropble 06pa30BaHbl B3aMMOEHCTBAEM IPABUJI WHJIYKTUBHOIO
BBIBOJIA U TIPABUJI BBIBOJIA IO AHAJOTUH, & TAKXKe MPOIEeLypaMu abJIyKTUBHOIO MPUHSITHS
runores. Paccmarpusaembie ERA-jioruku siBisiorest nponosuruonaibuoit umuramueir JICM-
PacCyKIeHuil, IPUMEHUMBIX K IIOCJIEIOBATEILHOCTAM PACIINPSEMbIX 6a3 (paKTOB MHTEIEK-
TyaJIbHBIX CUCTEM. XapaKTepHOil 0cobeHHoCcThI0 ERA-I0rUK sBJIsSIeTCst IpUMeHeHne By X KOH-
MEeNInuii UICTUHBI — KOPEPEHTHOM U KOPPECHOoHIeHTHOMH. [IpuMeHeHre KorepeHTHON KOHIIECIIUN
UCTUHBI O0YCJIOBJIEHO IOPOXKJEHHEM T'HIIOTE3 IIOCPEICTBOM IIPABUJI MHIYKTHUBHOTO BBIBOJA U
BBIBOJIA IO aHAJIOTHH. |IprMeHeHMe e KOPPECIOHIEHTHON KOHIIEIINA UCTHHBI 00YCIOBIEHO
pUMeHeHneM ablyKTUBHOTO BBIBOA, IPUHSITHE PE3YIbTATOB KOTOPOTO HUCIIOIb3yeT BEPUMU-
Kaluio runores o upejackazanusax. C sroit nenbio ERA-yorukn npumensitor oneparop T: «wc-
TUHHO, YTO. . . ». B 3aK/II09€HIN cTaThu 00CY K Iai0TCsd HebuHUTHBIE paciupenus ERA-oruk,
a TaK’Ke X OTJIMYHUS KaK JIOTUK IMIUPUIECKAX MOJATHHOCTEN OT jjoruku M jormaeckux mMo-
naapaocreit [X. ¢don Bpurra.

Kuarouessie cioBa: JICM-paccykaeHusi, mpaBujia WHIYKTUBHOTO BBIBOJA, IPABUJIA BBEIBOIA
110 aHAJIOTUU, abJIyKIHs, SMIUPUIECKHE 3aKOHOMEPHOCTH, SMIIMPUYIECKUI 3aKOH, SMIUPUIE-
CKasl TeHJIEHIINSI, SMIIUPUIECKHIE MOIaIbHOCTH, JIOTUIECKIE MOJATBHOCTH, OMEPATOP «UCTHH-
HO, YTO. . .», HOMOJIOTUIE€CKI€ BBICKA3bIBAHUS
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YHUBepCATLHOCTD JBY3HATHON JIOTUKHU CBA3aHA KAK C €€ IPOCTOTOM, TTOPOXK-
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© Punn B.K.


http://dx.doi.org/10.21146/2074-1472-2020-26-1-124-143
mailto:ira.finn@gmail.com
http://dx.doi.org/10.21146/2074-1472-2020-26-1-124-143
http://dx.doi.org/10.21146/2074-1472-2020-26-1-124-143

O Jrorukax dSMIIPUIECCKUAX MOJAJIBHOCTEMH 125

¢ TeM (haKTOM, 9TO B HEKOTOPBIX «MHTEPECHBIX» HEKJIACCHIECKUX JIOTHKaX (Ha-
npumep, Bs JI.A. Bousapa, L, f. JlykaceBuua, MOJabHBIX JIOIMKaX) JHOO
COXPAHSIOTCS JIOTUIECKUE CBA3KHU JIBY3HATHON JIOTUKH HA OTPAHMIEHUN MCTUH-
HOCTHBIX 3HAYEHUI «UCTUHAY U «JIOXKb», TUOO MPEJIIOIAraeTcs UCIIOJIb30BAHME
JBY3HAYHON JIOTUKA B COOTBETCTBYIOIMIUX (pparMeHTax STUX HEKJIACCUIECKUX
JIOTHK.

O1HAKO UMEIOTCSI U JIOTUKH I CHEUPUICCKUX PACCY K IEHU, TOPOXK IeH-
HBIX OpPUEHTAIlMell Ha PeIeHne COOTBETCTBYIONUX IpobseM. VHTyurmonucT-
cKasl JIOTuKa (POpMaIn3yeT KOHCTPYKTHBHOCTH JIOKA3aTe/IbCTB, TPEX3HAUHAS
Jioruka Bg mpuMeHmMa Jjisi aHAIN3a IapajioKCOB, JOTMKHU L, CBA3aHbLI C Ipo-
croivu uncaamu [Bousap, 1938; Lukasiewicz, 1920|, yerbipex3Hadsble JOruKu
aprymenTanun |[Punn, 2006| ucrosnbayorest st hOPMATU3AIIE COUOTIOTHIE-
CKUX OIIPOCOB.

JICM-meTos;,  aBTOMATU3UPOBAHHON moIepKKu  uccaepoBannii  (JICM-
meron AIIN) peanusyer J1CM-paccyxaenust u JJCM-ucciemoBanus, Koropbie
mocpegcreoM npuMenenust JICM-paccyzkieHnit K pacuiupsieMbIM IIOCTIeI0Ba-
TeJIBHOCTSM 0a3 (haKTOB («BO3MOYKHBIM MHUPaM» ) HOPOXKIAIOT IMIUPUICCKUE
sakonomeproctu (D3K) — smumpuueckne 3aKOHBI U IMIMPUUECKUE TEHJIEH-
un [Anmakos, 2009; Punn, [ecrepuukosa, 2018 |@unn, 2019; |Punn, 2020a).

Oran npumenenns JICM-merona AIIN K pacimpsieMbIM I0CJIEI0BATEIHLHO-
craM 6a3 dakros odopasyer JICM-uccienoBanus, pe3ybTaToM KOTOPBIX SIBJIs-
eTCsI MOJJIEPYKKA U PACIINPEHIE OTKPBITHIX SMINPUIECKAX TeOpHil (KBAa3HaKCH-
omarmdecknx Teopuit [Punn, 2019)]).

KpasunakcuomMarudeckue TeOpUU OOPa30BaHbl MHOXKECTBaMU (aKTOB, OT-
KPBITBIM W IIOIIOJHACMBIM MHOXKECTBOM aKCHOM U IIpaBHJIaMK BbIBOJA (HpaB—
JIOTIOIOOHBIMI U Ie/lyKTUBHBIME). [TpaBaonoo6HbIMU BBIBOJIAME  SIBJISTIOTCST
paBUjia WHIYKTUBHOIO BBIBOJA U BBIBOJA II0 AHAJOrUMHU. BaammojeiicTBue
9THUX MPABII, IPUHSATHE MOPOXKJICHHBIX TUIOTE3 O MPUYINHE (pe3yaIbTaT WH/YK-
UK) ¥ TUHOTE3 O IpeJCcKa3aHuu (pe3ysibraT aHaJIOTUH) IOCPEICTBOM abJyK-
mun 1222 poma obpasyror JCM-paccyxKaenns, npuMeHsieMble K 6ase dpaKkToOB
(«BOBMOXKHOMY MUDY» ). 3aMETHM, YTO MpaBUja WHIYKTUBHOTO BbiBoJa JTICM-
paccyKAeHuit aBIgoTCs (popMaIn3alueil u yCuJieHneM N3BeCTHBIX KAHOHOB MH-
mykrm J1.C. Musrs [@urn, 2020b).1

[Iponomxkenune npumenenuii JITCM-paccy)eHuil K MOCIEI0BATEIHHOCTIM
paciupsieMblx 0a3 (hakTOB, MPEJICTABJSIIONINX HWCTOPUUA BO3MOXKHBIX MUPOB
HPWy, obpazyior JJCM-uccinemoBanue, 3asepiinaeMoe ab/[yKTUBHBIM BbIBO-

!B Hpunoxkennn B |Punn, 2020b| npencrasaensl GpopMaIU3aIMN UHAYKTUBHBIX KAHOHOB

H.C. Muust.
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JIOM THIIOTE3BI O MPUYUHE C COOTBETCTBYIONINM MOJIATBHBIM OIEpAaToOpoM (pe-
symbrar abaykmun 29 poma |[Ounn, 2019; | @unn, 2020a)).2

[Ipasuwia wagykTuBHoro BhiBoga JICM-paccyxaennit oOpasyior JaucTpu-
6yrusHyto pemierky |Ounn, 2014; |Ounn, 2016, mpeacTaBISIONYI0 BO3MOXK-
nple crparernu JCM-paccyzxnennit Stry . Kaxnas Stry , 13 MHOXKeCTBa BCex
crpareruit Str IpUMeHsETCS K MHOMKECTBY BCEX HCTOPHH BO3MOMKHBIX MIPOB
HPW nst oOHapyzkeHHsI SMOUPUIECKUX 3aKOHOMEPHOCTEH. DMInpude-
CKOIl 32aKOHOMEPHOCTBIO SIBJISIETCS COXpaHEHHe MUIIOTE3 O IPUINHAX U TUIOTE3
0 MIPEJICKA3AHUAX B UCTOPUIX BOBMOKHBIX MupoB H PW;, us H PW Ttakux, 9T0
B nocjieiHell 6a3e haKTOB 3TUX UCTOPUIl BO3MOXKHBIX MUPOB THIIOTE3bI O TIPEI-
CKa3aHUSIX BEPUMUIUPYIOTCHA. DTa BepUMUKAINS UCIIOIb3YeTCsl B a0/ lyKTHB-
HOM BBIBOJIe abiyKIuu 292 pojia, MOCpecTBOM KOTOPOH IIPUHIMAETCS THIIOTE3a
0 IpHUYHHE, COXpaHsieMasl B UCTOPHUSAX BO3MOXKHBIX MUpOB. K 310l rumorese u
IPUMEHHM COOTBETCTBYIONMI MOJAILHLIN OepaTop”.

[Mopoxkaaembre JICM-ucciieioBafueM 3MIIPUIECKHE 3aKOHOMEDHOCTH STB-
JIAIOTCS SMIIAPUIECKUMHU HOMOJIOTUYECKUMU BbICKA3BIBAHUSIMU, IIOHS-
THe HOMOJIOTUYIECKNX BBICKA3BIBAHUI OBLIO IpemaoxkeHo ['ancom Peifixenbaxom
B |Reichenbach, 1947; Reichenbach, 1954]. ITocpescTBOM HOMOJIOIHYECKUX BbI-
CKa3BbIBAHWI OH OIpeesii (pusndeckue MoJajbHOCTH. OJHAKO HOMOJIOTHYE-
cKkme BhIcKasbpIBauus . Peiixenbaxa BhIparxkan Kak (pU3uIecKye 3aKOHOMEPHO-
CTU, TaK U JIOTUIECKUE 3aKOHBI.

B |Dunn, Illecrepuukosa, 2018 |Ounn, 2019; Dunu, 2020a] Gbuin ompe-
JleJIeHbI AMIIMPUYECKHE MOJAJILHOCTH, opoxKaeHHbe JJCM-uccienoBanusiMu 1
COOTBETCTBYIOIINE MIPOIO3UIINOHAIbHBIE MOJAJIbHEIE JIOTUKN ceMmeiicrBa ERA —
JIOTUKH SMIupudeckux 3akoHoMepHocreii (ER) u abuykimn (A).

B |®unn, [Hlecreprukosa, 2018; | Punn, 2019| 6bwuin onpe/ieieHbl YeThIpHA-
JIIATH MOJAJIbHOCTEH, COOTBETCTBYIONINX SMIMPUIECKUM 3aKOHAM (8 MomaJib-
HOCTEIl), SMIUPUIECKUM TEeHACHIUAM (4 MOJAJIBHOCTH) U CJAObIM SMIHpPUIe-
CKUM TeHJIeHIaAM (2 MogasbrocTn ). PakTopusanus YaCTUIHO yIIOPSI0UYEHHO-
0 MHOYKECTBA MOJAJIBLHOCTEH MMOPOXKIAeT [IBA BapUAHTa MOIAJbHBIX JIOTUK —
MOJIaJIbHBIE JIOPMKU TpeX MojabHocTell (Heobxomumoctsb [, BO3MOXKHOCTE )
u ciabast BO3MOXKHOCTD V), COOTBETCTBYIOIINE SMIUPUICCKIM 3aKOHAM, TCH-
JleHnusiM u cyiabbim TenjenimaM |[Punn, [lecrepaukosa, 2018| u MojaibHbIe
Joruku aByx mMomasbrocreit (O, Q).

2B |Deiic, 1965| P. eiic 3amevaer, 9TO MOSATLHOCTH MOTYT IPUMEHSTHCS /IS OMACAHS
bU3NIECKOT0 MUPa M YTO MOJAJIBHOCTH MOTYT OBITH HCIIOJIB30BAHBI [IJI AHAJIN3A IIPUIHH-
Hocru |Deidic, 1965, c. 24]. Dra unes peanuzosana B JICM-merone AIIV B KOMIBIOTEPHBIX
CHCTEMAX WHTE/IEKTYAJIbHOrO aHAMM3a JAaHHbIX |Aamakos, 2009} |@unan, 2019} | Puan, 20204

3MHOKECTBO MOJAIBHBIX OIIEPATOPOB YACTHYHO YIOPSIIOUEHO ¥ MMEET HAMOOJIBIIMN ¥
HauMeHbInii siemenTs! |[Ounn, [Ilecrepankosa, 2018|.
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B sTux siorukax uMILIHKAIAs — UCTOJIKOBBIBAETCH KAK «ECJU P — IPUINHA
abdexra, To ¢ — npeackazanue sbdexrar. O(p — q), O(p — q), V(p — ¢) uc-
TOJIKOBBIBAIOTCS KaK IpejcraBienne 93K Tuma «3MImpudecKuii 3aK0H», «IM-
[UpUYIEcKasi TEHJEHIUs» U «cjiabast SIMIUPUIECKAsT TEHICHITUS >, COOTBETCTBEH-
uo. T'q o3HavaeT Bepudukanuio ¢, a 1 — onmepaTrop «UCTHHHO, UTO ...», KOTO-
poiit ananoruden oneparopy 1 I. dou Bpurra |[bon Bpurt, 1971|, Ho ormmuen
OT HETO.

B |Punn, 2019] upencrabieHa MojaibHasi JIOTMKa JBYX MOJIAIBHOCTEN
(3,0) ERAg 1, nMeroriasi akCHOMBI, BbIpazkaroiue abayKimio 22 pona |PunH,
[lecreprukosa, 2018; |Ounn, 2019; DPunn, 2020a): (O(p — ¢)&Tq) — Op)
u ((0(p = @) &Tq) = Op).

Baxno ormeruts, uro B |Punn, [ecrepuukosa, 2018 |[Ounn, 2019] sm-
NUPUIECKIE 3aKOHOMEPHOCTH XapPaKTEPU3YIOTCSA COOTBETCTBYIOIIUMU PETYJIsAp-
ubiMu Kogtamu C'd(j, h) TakuMu, 91O I BO3MOXKHBIX MupoB j = 0,1,...,s
u ux ucropuit h = 1,...,(s + 1)! umerorcst mocaeI0BATEIBHOCTH V . ..V, TJE
v=1,—-1wur...7Tv...v IJIuABl § TaKue, 49TO V...V XapaKTepU3yeT SMIIU-
pUYECKUil 3aKOH, & T...T V...V — SMIOUPUYIECKasd TeHaeHnus, rae 1, —1,7 —
THUIBI ICTUHHOCTHBLIX 3HAYEHUI rumnores — pakKTUIeCcKas UCTHHA, PaKTHIeCKas]
JIOXKDb U HEOIIPeIeJIeHHOCTb, COOTBETCTBeHHO. Kompl v...v U T...7T V...V €CThb
3HaYEeHUs] IPOIO3UIMOHAIBHBIX IIePEMEHHBIX, HpejacTaBidomux J3K, aoboi
OTJINYHBIN OT HUX KOJI SIBJISIETCSI HEPETYJIAPHBIM U COOTBETCTBYET OTCYTCTBHIO
93K. Peryisipuble Koibl V...V U T...T V...V J€JalOT UCTUHHLIMU IIPOIIO3U-
[MOHAJIbHBIE TIEPEMEHHBIE P, ¢, . . . , & HEPETYJISPHBIE KOIbI JI€JAI0T UCTUHHBIMU

OTpUllaHUA IITPOITO3UIUOHAJIBHBIX ITIEPEMEHHBIX —1p, (¢, . . . 4

Wrepanun MoIaJIbHOCTeH B JOrHKax cemelicrsa FRA o3HAYaOT BUI pac-
MIAPEHNH BO3MOXKHBIX MUPOB — COXPAHEHNE TUIIOTE3 B BO3MOXKHBIX MUPaX, ITO
[PEJICTABUMO KOJIAMU THIA V...V, rje ¥ = 1, —1 (TOJIbKO MCTHHA WA TOJBKO
JIOXKb) U KOJAMU THIA T ...T V...V, [JIe HAYAJI0 KOJa — IIOJIIOC/Ie0BaTE b
HOCTH HEOTIPE/IeIEHHOCTEl (7 ), BBIPAKAIONIAs SMIIMPHIECKYIO TEHICHIIUIO.

Pacemorpum BosMoXKHBIE urepanuu MogaJibaocreit: lp, Op, OUp u OOp.
Wmerorest 1Ba criocoba (HAIIpaBjIeHNsi) PACIIUPEHUH BOSMOXKHBIX MUPOB: CIIPABa
HasleBO (OT IIepEeMEeHHOil p :4— p) U cjeBa HAUPaBo (OT JIEBOH MOJAJILHOCTU
M : M —, vne M ects [0, Q).

B |Punn, 2019] ERAg, ERAp.1, ERA;] ucrionn3yioT paciinpeHusi BO3MOK-
HBIX MHPOB CIIpaBa HaJEeBO, UYTO IIpejcTaBuMo akcuoMamu [Op —  Op,
OUp — —p, Ulp — Op, OOp — —p.

4Heperyaspubte xkomst 3K MoryT comeprkars BXozaeHne () — THIT HCTHHHOCTHBIX 3HaMC-
Huil «dakruueckoe nporusopeunes |Punn, [llecreprukosa, 2018|.
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B macrosimeii crarbe paccmorpuM ucunciaenne ERAg, FRAgs u ERAs
Takue, YTO MTEPAIi MOJAJBLHOCTEN PAcCMaTPUBAIOTCsI CJieBa HapaBo (B Ha-
IIPaBJICHUU OT JIEBOM MOJAJIBHOCTU K II€PEMEHHON p).

Taxkum o6pazom, OOp umeer caenyrommit kKox 93K v...v 7...7T V...V Ta-
KO, UTO OH SIBJISIETCSI HEPETYIISIPHBIM, a, CJIEIOBATEIbHO, XaPaKTEPU3YeT OTCYT-
crere 93K, a moromy nctumna akcunoma [1Qp — —p, Tak Kak pe3yIbTUPYIOIH
koj [JOp ecTb V...V T...T V...V Takoil, 9TO OH HEPeryJspHbIi. AHajIOrnd-
HO TOTy9nM ucTuHHyio hopmyny OLp — Op, COOTBETCTBYIOIIYIO PErYISPHOMY
KOy T...TV...UV.

Huxe chopmymupyem ucaucienns: KLRAg«, ERAgs u ERAs.

Andasur:

Pyq,Ty..., (OBITb MOYKET C HUKHUMH WHJIEKCAME) — IIPOHO3UIHOHAIbHBIE
epeMeHHbIE;

=, &,V,—,0,0,T — nmoruueckue CBsI3KHU;
(,) — cKOOKH.

[TocpeacrBoM OyKB rpedeckoro aipasuta OymreM 0003HAYATH METACUMBOJIBI
J1st POPMYIL.

Onpenenenue 1. Oupenenenne popMyIbl
19 p,q,7, ... — bopMyJIBL
20 —p,—q, 7, ... — DOPMYIIBL;
30, ecrm @, 1) — dbopmyist, To (&), (¢ V), (¢ — 1) — bopmyisr;
49, eci ¢ — dopmyita, To Lo, O — dopmyIIb;
50. ecinr ¢ — dopmyita, To T — dopmyia;
6°. ecrm ¢ — dopmyna, TO —p — dbopMyIa;
70. apyrux dopmyi Her.

ERAp-~.

(1) Axcuombl JBy3HATHON JOrUKN Lo.

(2) Axkcuombr ER Ay~
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02) Op—p

02) Op—p

03) O(p&q) «» (Op&Ug)
04) O(pVq) < (OpVv Do)
03) O(p&q) < (Op& Oq)
04) O(pVq) < (OpV Oq)
0) -Op— (OpV —p)
=) =0p — (OpV —p)
00) O00p — Op

J

oo =(p 2P &(p—v)°

f=p&-p
t=-f

(3) IlpaBuna BbiBoma ERAg-:

RI1. ¢,(p — 1/)) F w, rie «F» ecTh MEeTaCHMBOJI OTHOIIIEHUST BHIBOJUMOCTH;

R2. ¢(p) F ¢(q fx
R3. Op,O(p — 1/1) - Ehb,
R4. Op, O(p — ) = Oy;

p)| — npasnio noacranoBku (Sub);

R5. ¢o(x) F ¢(x1), tae (x ¢ X1), — IPaBWIO 3aMEHbl IKBUBAJIEHTHBIX

dopmyir.

Omnpenenenne nokasyemoii dpopmysnl (ob6o3Hadenue: - ) crangapTHO.

5CI/IMBO.H «+=» O3Ha4YaeT PaBEHCTBO IIO OIIPEeIeJIEHUIO.
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VrBepxkaenue 1. FRAp« aBadgeTca MPOTUBOPEIYUBLIM.
PXK 0 p P

Hoxaszameavcmeo. —p — (Op V —p),Op V Op V —p,0O-p V O—p V ——p,
O-p < f, O-p < f [(O7),(0),~t < fl; fV fVp,p.

Taxum obpazom, Sub —p B LpV OpV —p OpoxkIaeT - p — IPOTUBOPEIUBOCTD
B cMbIciie . Iocra. [Tosromy B cuty Sub mostygaeM F o 1ist Jii000It 0, TO €CTh,
abCoOTIOTHYIO (MM TPUBHAJIBHYIO) IPOTUBOPEINBOCTh R A [ |

[Monyaum Torma ucuuciernune £ RAg o mocpencrBom orpanndenust R2 cirey-
oy o6pasont: RS o(p) F o(x).0(x) = [ #(p) |, tae x € {(p&a).(pV @)},
al[{(p&q), (pVq)}] —sambikanue {(p& q), (pV q)}, coorBercTBYyIOIIEE OIMHO-
2KECTBY MHOXKECTBa MOHOTOHHBIX OyJIEBCKUX (DYHKITHIA.

Takum obpazom, ucuuciaenune FRAyo nmeer akcuombl FRAg+ u npasuiia
seiBogia R1, R, R3, R4 u R5 (10 ecth, orpanndennyo Sub). Dro orpamute-
HUe BbI3BAHO TeM, 9T0 FRAgs u ERAs, bopMmynupyemoe HUKe, MPOIO3UIU-
OHAJIBHBIMH CPEJICTBAMU UMHUTUPYIOT PACCYXKJICHUS OTHOCUTEIHLHO SMIIUPUTIE-
CKHUX 3aKOHOMEPHOCTEl, KOTOPBIE SIBJISIFOTCS] 3HAYEHUSIMU TPOIIO3UIIMOHAJBHBIX
[IEPEMEHHBIX P TAKUX, 9TO UM COOTBETCTBYIOT perysspHbie Kojasl J3K.

Bamerum, uro ERAgo mnoayueno us FERAp; |Puun, 2019| samenoii
O0p — Op ma OOp — —p u 3amenoit GLp — —p wa Olp — Op.

B [Dunn, 2019| 6buta ycranosiena HenporusopeunBoctb K RA( 1 oTHOCH-
TEJbHO CEMAHTUKH MUCTOPHUN BO3MOXKHBIX MupoB H PW), us HPW.

Pacmmpum ncuucnenne ERAg s, nobasus dpparment T My, dopmynupye-
MBIl HUKe, U TOTyInM ucunciaenne K RA,.

T M,
T1. Tp — =T—p
T2. T(Tp) <> Tp
T3. Tp—p
T4. T—p — —p
T5. T(p°t & q72?) <> (Tp°* & Tp°?)

T6. T(p°t V p72) <+ (Tp°' V Tp°?)

o ) p, ecmo=1
= -p, ecom o =0

T7. T-(p&q) < (T—-pV T—q)
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T8. T—(pV q) & (T-p& T—q)
T9. T(p — q) <> (Tp — Tq)
T10. TOp > (Op & Tp)

T11. TOp <> (Op& T'p)

T12. (O(p — q) & Tq) — TOp)
T13. ((O(p — q) &Tq) — TOp)
R6. T, T(p — ) F T

T M5 MoxkeT ObITh PACHIUPEHO J00aBIEHIEM

(1) xoneunoro muoxkectBa akcuom T, = {T'q1, ..., Tq,},

(2) 6eckoneunoro muoxkecrsa ' = {T'q1,...,Tqy, ... }.
Torma nosiyaum 1Ba BapuaHTa UCUUCJICHU: TM2(1) u TMQ(Q).

CoOTBETCTBEHHO, TTOIYIUM UCUUCICHUS ERA(QI) u ERA%Z).

(3) Tperuit Bapunant ucunciaenuns ERAy moaydnM mocpecTBoM JobaBiie-
Hust Kk FRAo Gasucuoro dpparmenta 1 Mo, Torma dopmynsl Buga 1'q OymyT
[IPUMEHATHCH KaK MPEITOJIOXKEHUS JIJIsi BHIBOJIOB € MX UCIIOJb30BAHUEM.

Taxum obpaszom, umeem ucunciaenus LRAs, ERAgl) u ERAgz), [IPaBUIAMEA
BbIBOJA KOTOpLIX saBisiores R1, R*2, R3, R4, R5 u R6, rne EFRAs ectb ERAg

¢ nobasnenueMm 1 M.

3ameuanune 1. B ncuncienusx ERAs, ERAS) u ERAéz) UMEIOTCST AKCUOMBI
abnykim T12 (O(p — ¢) & Tq) — T0Op) u T13 ((O(p — ¢) & Tq) — TOp)
Takue, 4T0 oHM sABjstorcs yemtenneM akcuoMm A10 ((O(p) — q) & Tq)) — Op)
u All ((O(p) — ¢) & Tq)) — Op) u3 |Punn, 2019]. Samernm, aro A10 m All

JOKa3yeMbl B YKa3aHHbBIX NCIYUCJ/ICHUAX.

3amedyanne 2. Cemantuka JCM-ucciaemoBanuil ocHOBaHa Ha IIPUMEHEHUH
JIByX KOHIIEIIWii HCTUHBI — KorepeHTHOo# |Rescher, 1973; Beitarapren, 2000|
n koppecunonaentHoi |Beiinrapren, 2000; Tarski, 1956|. Korepenrnast Kon-
METTNsT UCIIOJIb3yeT COOTBETCTBUE OIEHKN BBICKA3BIBAHUSI W HEKOTOPOTO MHO-
JKECTBa HENPOTUBOPEUYNBLIX 3HAHUMN, a KOPPECIIOHIEHTHAsI — COOTBETCTBHE BbI-
CKa3bIBAHUS U «ITOJIOXKEHUS JIeJI», K KOTOPOMY OHO OTHOCHTCS.

JICM-paccyxaeHne, IpeICcTaB/IdioNee B3anMOIeCTBIEe HHyKIINN, aHAI0-
run u abaykiuu 12 pona [Punn, 2019; Dunn, 2020a] ocHoBaHO Ha TPUHSI-
THUU PE3YJILTATOB MOCPEJICTBOM JIOKAJTbHBIX BBIHY2KJICHUI, TOPOXKIAIONINX UX
OIIEHKH TIOCPEJICTBOM IPABUJI WHAYKTUBHOI'O BBIBOJA [JIsi TUIIOTE3 O IIPUIU-

Hax 3 PEKTOB, U MOCPEICTBOM Kay3aIbHbBIX BBIHYKIECHUN ITOCPEICTBOM ITPABHII
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BBIBO/IA TI0 AHAJIOTUHU TSI TUTIOTE3 O TpecKa3anusx. [IpuHarme pe3yanTaToB
JICM-paccy)IeHust 3aBepIaeTcst IpuMeHeHneM adayknun 19°° posa, peajnsy-
fomeil crenenb oObsicHeHnst 6a3 HakTOB («BO3MOXKHBIX MUPOB» ) MOCPEJCTBOM
ITOPOXKJIEHHBIX TUIOTE3 O MPUUNHAX UCCIEIYeMbIX 3P DEKTOB.

[Ipunsitue ke pesyabrato JICM-uccienoBaHuil 0CymecTBISIETCS TOCPE-
ctBoM ToaTBepKAeHHbIX J|CM-paccyxkieHnit, IpUMEHSIEMbIX K MHOXKECTBY
BCEX BO3MOXKHBIX MHUPOB C HCIIOJIL30BAHUEM BEPUMPUKAIIUU TUIOTE3 O MPE/]I-
CKa3aHUU HUCCJIEIyeMbiX 3(D@EKTOB U MPUHATHSA THIIOTE3 O MPUYUHAX OCPE-
cTBOM abaykmuu 2292 pojia, 9TO O3HAYACT TPUMEHEHUE KOPPECHMOHIEeHTHOM

KOHIEIIINN NCTUHBI.

13 3ameuanust [2] cieryer HEOOXOMMMOCTD OIIPE/IeIeHNsI OIEHKH Pe3YJIbTATOB
JCM-uccemoBaHust TOCPEACTBOM COBMECTHOTO IIPUMEHEHHS ABYX THUIIOB OIeH-
KU, COOTBETCTBYIOIUX KOM€PEHTHOM U KOPPECITOHIEHTHOW KOHIEIISIM UCTHHBI.
[Ipumenenmne MByX KOHIIENIUI MCTHUHBI OTOOParkaeTcss B aKCHOMaX a0IyKITHH
B ucuncjeHusx tuma KRA st MogaibHOCTE HEOOXOIUMOCTH U BO3MOYXKHOCTH
(B —» &Tq) — TOp) nu (O(p — ¢ &Tq) — TOp), B KOTOPBIX IOJ-
dopmyser O(p — q) u O(p — ¢) OlNEHUBAIOTCS KOM€PEHTHBIMU HCTUHHOCTHBI-
MU 3HAUEHUSIMU, a T0AGopMyJibl 1T'q — KOPPECTIOHIEHTHBIMA UCTHHHOCTHBIMU
3HAYEHUSIMU, COOTBETCTBYIOIIMMEU BepuUKAIIUU TUIIOTE3 O IIPEJICKAZAHUN UC-
caeayeMbix addekTon. [Toadopmyns TUHp u T'Op oneHnBaroTCss OHOBPEMEH-
HO KOT'€PEHTHON M KOPPECIIOHJIEHTHON KOHIIENIUAMYI UCTUHLI. B CBA3M ¢ ueM
B |[PunH, 2020a] 661710 BBE/IeHO HOHATHE KOCBEHHOM KOPPECIIOHIEHTHOMN MCTH-
Hbl, n60 T'q mpeicTaBIsieT KOPPECIOHEHTHO HCTHHHOE TIPeIcKa3anue (TO eCTh,
BepudUIUPOBAHHOE), a TaK KaK P BbIPpAXKaeT NIPUIMHY ¢ U KOP€PEHTHO UCTUHHO
O(p — q) u O(p — ¢), TO KOCBEHHO KOPPECIIOHIEHTHO UCTUHHO T'p (TO ecTh, Be-
pudurmpyemo), Ho B cuity J(p — q) & Tq u O(p — q) & T'q umeer mecTo Kore-
pentHas ucrura [p u Op, coorBercrBenno. CrenoparenbHo, uctuana 1T'p & Up
u TOp, Tp& Op u TOp, coorBercTBenHO, a motoMy uctuHubl Tp u T'Op, co-
OTBETCTBEHHO.

Cemanruyeckumu ocHoBanusimu jiornku ERAs (kak u siormku ERA;
|DPunn, 2019|) sBisiercsi KOHEUHOE MHOXKECTBO KOHEYHBIX UCTODHI BO3MOXK-
ubix MupoB H PW Takoe, 4TO BO3MOXKHBIM MUPOM siBjIsteTcs H6a3a (pakToB WMH-
TeJUIEKTYaJIbHBIX CHCTEM, & UCTOPUSIMUA BO3MOXKHBIX MupoB H PW), siBistroTcst
KOHCTPYKTHUBHO IIOPOK/IA€MbIE IOCJIEI0OBATEIbHOCTU BJIOKEHHBIX BO3MOYKHBIX
mupoB. Eciu unciio pacmmpenuit 6a3 pakToB €CTb S, TO YHUCJIO BCEX BO3MOXK-
HBIX HCTOpHH BO3MOXKHBIX MupoB HPW), ects | HPW |= (s + 1)! |Duns,
2019; Dunn, 2020a).

Bynem ncnionbzoBars MeTacuMBOJI F 1111 0003HAYEHNS YTBEPKICHUS < UC-
tunno B HPWy»: HPW), E ¢, tne ¢ — dopmyna ERAs, HPW), — ucropus
BO3MOXKHBIX MUPOB JymHbL 5, a 1 < h < (s+ 1)L
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Orenka dopmy, He cofiepsKaIux omepaTopa 1', peajn3yer KOrepeHTHY O
konnemniuio ucrunbl [Rescher, 1973; Beiturapren, 2000|, KOHCTPYKTUBHO peaJiu-
zyemyto JACM-paccyxaeansvu. Oxu popMaau3yOT IIPUHATHAE TUIOTES O IIPHU-
qrHAX (MIOCPEJICTBOM WMHIYKIMU) M THIOTE3 O IMPEJICKA3aHusIX (II0CPeICTBOM
aHaJIorun), a Takxke dpopmanusyor abuaykipo 12 pora, KoTopas 3aBepIiaeT
[MPUHSITHE TTOPOXKJICHHBIX TUIIOTE3 TTOCPEJICTBOM 00bsicHEeHUs 06a3 (HaKkToB.

Onenka dopmyJ, comepKamnmx ornepatop 1 «UCTUHHO, UTO ...» BbIpaXKa-
€T akT MPAMOii BepuduUKaImnmu rurnoTe3 o MpeJICKa3annsax U aKT KOCBEHHOMN
Bepu@UKAIINUYU TUIIOTE3 O MPUUNHAX, KOTOPhIe KOT€PEHTHO UCTUHHBI TIOCPE/I-
CTBOM MHTEIPAJbHBIX Kay3aJbHbIX BbIHYXKIeHuii |Punn, 2019|, peanusyembix
Bo Bcex HPW) uz HPW . 9T OleHKH BBIPAXKAIOT KOPPECIOHJAEHTHYIO KOH-
nemuio ueruas [Tarski, 1956].

BaszncoMm o1ieHoK KOPPeCIoHIeHTHOM UCTUHBI ABJISIETCs 3aJaHIe MHOXKECTBA
KOPPECIIOHICHTHO UCTUHHBIX djieMeHTapHbix dhopmyst T, e T asasercs cpen-

cTBoM ceMaHTUKU FRAs, ERAS) u ERAgZ) , HO MOXKeT ObITb g00aB/ieHreM

COOTBETCTBYIOIIUX aKCUOM JIJIsI ERA;I) u ERA&Q).
Taxum obpazom, HPW}, E Tq, ecniu u Tosbko ecau q¢ € T.

Onpenenenune 2. Oupenenenne uctuauoctu hopmya 8 H PWy,

1°. HPW), E p, ecim u tossko ecan Cd(p,h) = v...v wm Cd(p,h) =
T...Tv...v,tne v = 1,—1 («1» u «—1» — TUIBI UCTUHHOCTHBIX 3HAYECHUI
«PaKTUIECKN UCTHHHOY U «(PAKTUIECKHU JIOXKHO», COOTBETCTBEHHO, 8 «T» — THIT
HCTHHHOCTHOI'O 3HA4YEHUs! «HeompejeneHHos ), Cd(p,h) — KoJ sMIMPHYECKOi
3aKOHOMEPHOCTH, 06PA30BAHHON MOC/IEIOBATETLHOCTSIMA TUITOB NCTHHHOCTHBIX
3HAaYEHU TUnores3, nopoxkaeHHbx JICM-paccy»k1eHusiMI B COOTBETCTBYOIITIX
6azax HakTOB, h — HOMEP UCTOPUU BO3MOXKHBIX MUpOB, 1 < h < (s 4 1)l

2°. HPW}, E —p, eciiu 1 TOJBKO ecyin HeBepHO, uto H PW)y E p, To ecTs:
Cd(p,h) #v...vu Cd(p,h) #T...TV...V; T V...V U T...TV...V — PETYJsp-
uble Kojbl D3K |Punn, [Tlecrepunkosa, 2018; |Punn, 2019|.

3°. HPWy, E Tp, eciim m Tonbko ecm p € T.

4°. HPWj E (p &), eciiu u Tonbko eciiu HPWy, E o u HPW), E 4.

5°. HPWy E (¢ V ), ecin u tonbko eciiu HPW), E ¢ win HPW), E 1.

6°. HPWy E (¢ — 1), eciu u Toabko ecu «eciu H PW), E ¢, To
HPWy E .

7°. HPW) F Oy, ecim n tomnbko ecim HPW; F ¢ ana scex HPW;,
HPW; € HPW.

8°. HPW; E O, ecnum u Toabko ecan cymectsyer H PW) takas, dto
Cd(p,h) = 7...7v...v u na scex HPW;, HPW; € HPWCd(p,j)
T...1v...vam Cd(p,j) =v...v.

9°. HPW}, E O(p &), eciu u Tosibko eciiu H PW), E Qe uu HPW), E i,
rne HPW, € HPW.
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10°. HPW}y, E O(e V ), ecan u Toasko ecaiu HPW), E Qe nmm HPW), F
Oy, HPW) € HPW.

11°. HPWy, E O(p &), ecim u Tosbko ecmu HPW), E Qo u HPW), E
Oy, HPW), € HPW.

12°. HPWj, E O(¢ V ¢), eciin u Tonbko eciiu HPW), E Qp unmu HPW), E
Oy, HPW), € HPW.

13°. HPW, E TUOy, ecin u tosbko ecsiu HPW;, E Ty u HPW) FE
Up, HPW), € HPW.

14°. HPW}, E —p, ectu u ToJIbKO ecyiu HeBepHo, uro H PWy E o, HPW), €
HPW.

Axcuomsr ERAs (H0)2 O0p — —p u (00)2 O0p — Op coxpansitor uCTHH-
HoCThL oTHOcHTeabHO Oupenenenus [2] npu npumenennn R*2.

[Tpuseiem HekoTopbie Teopembl ERAg: pV—p, (pVOp—p), (p < (OpVOp)),
(=0p < (Op V=), (=0p <> (BpV —w)), (O(p = ¢) & Tq) — Op), (O —
q)&Tq) — Tp).

Loxazameavcmeo —p < (Op V —p) : Op — —Op, Op — —Op; -Op —
(OpV=p) (=0); Bp — p(02), =p — =Op; Op — —0Op, =p — -Op = (OpV-p) —
—Op, uz =0Op — (Op V =p) u (Op V —p) — =Up crexyer =Op < (Op V —p).

Hobasum K ucunciaenuio FRAs B KadecTBe JOIYCTUMOIO IIPABUJIA BLIBOJA
R7 Teopemy neaykimm:®

Lok

I't(p—=v)

N3 akcmom T12 m T13 BbIBejieM TPOU3BOJHBIE ITIPABUJIa  BLIBOJA
R8O(p —q), Tg-TpuRI O(p — q), Tq F Op.

Torga momyamm, npumensss R8 u R7 O(p — q), T'q F Op; u T'q, O(p — q),
OptOg;uTq, Op—q)FOp—0Og; uTqgtkOp — q) — (Op — Og).

DT0 03HAYAET, ITO U3 SMIUPUIECKOTO IPEIIOJI0KeHUs 1'q BHIBOAMMA, JIUC-
TpuOYTUBHOCTD [] OTHOCHUTEJIHLHO —r. AHAJOIMYHO IOJIYyYUM, HCIOJbB3ysd R9
Tqt O —q) = (Op = 0q).

Ecau xe nobasurh R7 K mcuucienusm ERAS) u ERAgZ), TO JJIST UX aK-
cuom T'q TOIyInM JI0Ka3yeMOCTb MuCTpuOyTuBHOCTH [ 1 () OTHOCUTETBHO —):
= (@ — q) = (Op = Oq)), = (Olp = q) = (Op = 0q)).

Ncuncienus ¢ npasuiom R7 obozunauunm mocpepcrBom FRAgx, ERAS) u
ERAY.

Ob6paruM BHUMaHNE Ha HHTEPECHBIH dakT: qucTpubyTuBHOCTE [ 11 () OTHO-
CUTEJIbHO — B PACCMOTPEHHBIX MCUYUCICHUSIX CBA3aHA C aKCHOMAaMM abILyKIIMU
T12, T13 u ¢ smoupudeckuMu akcrnoMmamu 1'q, a, CJIeTOBATEIHLHO, OHA 3aBUCUT

SIIpaBuio BBIBOJA HA3BIBAIOT JOMYCTHMBIM, €CJIH €ro J0GABICHHE K HCUUCICHHIO HE IIO-
poXKJaeT IPOTUBOPEYNA.
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U OT JBYX KOHIIENINI MCTUHBI — KOT€PEHTHOI 1 KOPPECHOHIEeHTHOM, nb0
sjorukn tuna B RA gBISIOTCS JIOTUKAMHU ABYX KOHIICIITUMI MCTUHBI.

Paccmorpum Ternepb akcrnoMbl ER Ao, BhIpaxKaioliye NTepaiui MOIAJILHO-
creit (O0O), (80)2, (00)2 u (O0). OHE UMHTHPYIOT NPOIO3UIMOHAILHBIMA
cpejcTBaMu pacuiuperne 6a3 GakToB (BO3MOMKHBIX MUPOB) JIJIsl IIPOJIOJIZKE-
aust JICM-paccyxaenuit B JICM-uccieqoBaHusix, MOPOXKIAIONINX SMIAPUIE-
CKHUe 3aKOHOMEPHOCTH OTHOCUTEIBHO MHOXKECTBA MCTOPUN BOZMOXKHBIX MUPOB
HPW |®uns, 2019|.

B cuny orpanmvenns mpasuiia mojgctaHoBku R2 mocpeacTsom mpasuia R*2
u3 O0p — Up we BeBogumbr [1...Op — Op, us OOp — —p He BBIBOJAUMBI

k
0...00... — —p, U3 — —P He BBIBOJUMBI ... — —p, a u3
: 0...0p P OOp P a1 O...0p P
l k
Op — Op me BoBoguMbl Q...Op — Op, rae k u | — umucia noBropeHuii

k
MO/TaJIBHBIX OIIE€EPaTOPOB.

Jlerko mokasaTb, 4TO IPUBEJEHHBIE Bbie (GOPMYJIbI ¢ k U | UTepanusaMu
MOJIAJIBHOCTENl ICTUHHBI B CEMAaHTUKE UCTOPUIl BOSMOXKHBIX MUPOB.

B camowm pseste, pacemorpum L. .. Op — Op. Tak kak kog 93K s U, .. Op
ecTb V... v...v...v, 7o HPW) B U.. . Upn nna scex HPW;, HPW; = 0. ..Lp,
no u HPW; F Up ana scex HPW;, Tak xax xox Up ects v...v, HO 1
VeV V...VU=1V...U.

Takum obpaszom, U...0p — Up ucruaro ornocuresbuo HPW. Otkyna
cieayer HemosaHoTa FRAs, a TakxKe ERAS) u ERA§2).

AHaJiOTUUIHBIE PACCYKIEeHUsT UMeT MecTo st dpopmyna L...00 §...0 —
=p, O...0p — —p, OO...Op — Op, O...Op — p, cooTBETCTBYIONIEH aKCcHOMe
(02) Op — p.

Cdopmynupyem HEXKe HepUHUTHOE ucumcieHne FRAs Takoe, 9TO K €ro
akcuomaM gobapum (1...0p — p, O...0p — Op, O0...00...Op — —p,

k k k l
. - 0.0 )
O...0p— —p, O p — Op 15 JIIOOBIX IEJIBIX HOJIOKUTEIbHBIX k 1 [

k k
1 2
AHaJIOrUYIHBIE HCUUC/IEHHUST TIOJTY IUM JIJIsT ERAg - ERA% ), a COOTBETCTBY-

( (
IOIIMEe MCIUCJIeHNsT 0003HAINM 1ocpeactBoM ERAs, ERA;) u ERA\QZ). Cdop-

¢ (2
MyJIUpyeM Takske ucancyiennst FRAox, ERA\Q*) u ERAE*) C IIpaBUJIaMU BBIBO/IA

R1, R*2, R3-R7.7

B |Pwurn, 2019| morukm aprymenTtanyn, GOpMATA30BAHHBIE TIOCPEICTBOM METOJIA AHAJIA-
TUYECKUX TaOJINI], B CBA3U C OTCyTCTBUEM ACCOIUATUBHOCTUA y & U V UMEIOT TakxKe Hedu-
HUTHYIO (DOpMAaJII3AIHIO.
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Bameuannue 3. B [Dunn, 2019 u |[Punn, 2020a] pernennem npobieMbl HHIYK-
nun cpeacrsamu JJCM-merona AIIN miist MHTE/IEKTYAIbHBIX CUCTEM SIBJISIETCSI
mopozKieHre M-11oc/e10BaTe/ IbHOCTE MOJAJILHBIX OIIEPATOPOB PAHTA T, TJIE T —
YHCJI0 IEPUOJIOB JIJIUHEL S, a 1 > 1. M-11ocjie10BaTe/IbHOCTH TIPEJICTABIIAIOT BO3-
MOXKHBIE TUIBI SMIUPUYIECKUX 3aKOHOMEPHOCTEMH, SIBJISIIONINECS Pe3ybTaTaMu
JICM-ucciaenoBanuii, IpUMEHSIONNX (POPMAJIM30BaHHbIE U YCUJICHHBIE UHIYK-
tuBHbIe KaHOHB! JI.C. Muis B KadecTBe MPaBUJI BBIBOJA, MOPOXKIAIOIMINX ['H-
noresnl o npuunHax. Hedpunurabie paciupennus F R As-TOTUK SBJISIIOTCS YIIPO-
MIEHHON IONBITKON ITPOIO3UIIMOHAJIBHON NUMUTAIUN PACCY2KJ/IEHUI OTHOCUTENb-
HO UCTOPHIl PACIIUPSEMBIX BO3MOXKHBIX MUPOB (6a3 (baKTOB)S.

Cnencreuem 3amedanust [3] siBsieTcst TOTpeOHOCTH B pacimupenusix R Ao-
JIOTHK [IOCPEJICTBOM olepaTopa cjiaboii Bosmozkuoctu [Punn, 2019| u oneparopa
N Ttakoro, uro Np dbukcupyer CyIecTBOBaHUE HE3aKOHOMEPHOCTH, TOIJa KakK
—p €CTb OTPHUIlAHUE 3aKOHOMepHOCTH, a moromy NNp — Np, HO ——p <> p,
a Np — —p. Ecimm M-nocnenosarensnocts M = MiMs. .. M,_;N, ro JCM-
UCCIIe/IOBAHNE PAHTa 7 He SBJIAETCH 3aKOHOMEPHOCTBIO JIJIs IEPUOJIOB TOBTODE-
aust JICM-paccyxnennit r pas.

Kpowme toro, ERAs-OrMKHE MOTYT OBITH PACIIUPEHBI JTOOABIEHUEM Olepa-
Topa csaboit Boamoxkuoctu V |[PunH, [lecreprukosa, 2018|.

WNHTepecHO paccMOTpeTh B CBSI3W CO CKa3aHHBIM HeuHUTHbIE FKRAo-
JIOTHKH ¢ oneparopamu V u N.

Tak kak akcuoma S4 [(Op — Op nctunna B8 ERA2, To BO3MOXKHA JIOTHKA
ERAs 4 ¢ akcuomoit Lp — Olp.

Bamernm, uro akcuoma S5 Op — OOp |Deiic, 1965; Hughes, Cresswell, 1972]
He siBJIsieTcst HCTUHHOM B FRA, HO oHa nctunna B joruke FRA; |Punn, 2019,
IO3TOMY BO3MOXKHO €€ paciupenne ERAq 5.

Bameuanue 4. Jloruka M I"X. dboun Bpurra |Deiic, 1965; Hughes, Cresswell,
1972| obpazoBana akcnoMamu:
Ml. Op—p
M2. O(p — ¢q) — (Op — Oq)
U [IPaBUJIAMH:
RM1. oo =0
RM2. ¢(p) = ¢(x), o(x) = [X (p) |
RM3. ¢ F Oy
Cnemosarenbno, B M mokazyema sobas dopmyna [y Takas, 9T0 ¢ — TaB-
TOJIOTUS JIBY3HAYIHOIT JIOTUKA Lo.

8 VipormeHHOCT 06y CIOBIEHa TeM, YTO PACCMATPHBAIOTCS HE BCe MOJAIBHOCTH u3 |DumH,
[Tecrepuukosa, 2018 |[@unn, 2019|, a Tonsko O u ), Torma xak omeparopos [] mmeercs
BOCEMb, OIIEPATOPOB ) MMeeTCsl YeThIpe, a OIepaTOPOB CJIaboil BOSMOXKHOCTH V MMEeTCs J1Ba.
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B sTOM CMBICTIE MOXKHO NOBOPUTH, 4TO Jjoruka M u eé pacmupenust S4 u
S5 ABJISAIOTCSI JIOTUKAMU JIOTMIECKUX MOJIAJILHOCTEIA.

Caenyromne cxofcTia u pasaniust Joruku M u E R As-JTOriK HMEIOT MeCTO.

1. B ERAs-norukax (n ERA;-norukax |®Punn, 2019|) umeercss axcnoma
Cp — p.

2. B ERA3 us upennonoxenust T'q soiBomuma O(p — ¢) — (Op — Og) :
TqFO(p— q) — (Op — Og).

3.B ERAS) u ERA?), MMEOIINX «3MIIMPUIECKIe» aKCHOMBI 1'q ToKasyeMa
O(p — q) — (Hp — Oa).

4. B BOBMOXKHBIX MHpaX JIOTUKH M He $BJIdeTCd UCTUHHOI KOHCTaHTAa
f |Chellas, 1980|, a, ciemoBareabHO, UCTHHHA KOHCTAHTA t, MPEICTABJISIONIAS
TAaBTOJIOI'UIO LQ. O,Z[HaKO NCTUHHOCTDb U JIOZKHOCTb f nts HNCTOPUAX BOZMOZKHBIX
vmupos H PW), He ompeaenmma, Tak KakK BbIIOJHUMOCTb B H PW), mpenro-
JIAraeT KOHCTPYKTHBHBIE BbIHYKeHUs (forcing) mocpescTBoM IpaBusl BBIBOJA
JCM-paccyxaenuit (MHIYKIMA U aHAJIOTHN).

5. Ipasuo BeiBoga RM3 ¢ = Ly, re ¢ j1okazyeMa B ABYy3HAYHON JIOTHU-
ke Lo, B ERA;-norukax (i = 1,2) He numeer Mecra.

Heno B ToMm, uro BBejeHue [] BO3MOXKHO TOJIBKO B CUJIy JBYX IPABUJ BbI-
BOJIA

R3 Oy, O(p — ) F Oy u npoussognoro npasuia sbisoga T'q, O(p — q) b
Up. CemoBaTesibHO, MOJKHA OBITH 1711 BBefaeHust L] y2ke moka3anHast opmMysia
Buzia (g — ).

Hesbimonaumocts ¢ (tasrosoruii Le) 8 H PW), corsacyercst ¢ HEIIPHUMEHH-
MocTbio npasuia RM3 B ERA-norukax.

6. B M umeer mecto Op <+ —[-p, TO ecThb, BeipazuMocTh ) depe3 [1 u —,
Torga Kak B B RA-jorukax mojiajibHbIe orieparopsl [ u { HesaBucumbl, 160 [
XapaKTepu3yeT SMINPUIECKHE 3aKOHBI (UX KOJBL — V... V), & ) — IMIUPUIECKUE
TeHJIeHIMN (UX KOJBl — T...T V...V).

7. CymecrBenHbIM oTiimaneM E RA-jioruk ot M, S4 u S5 apisiercs mpume-
HEHME JBYX KOHIIEIIIMI NCTUHBI — KOT€PEHTHONR M KOPPECIOHIEHTHOM, HAJIIMINE
B FRA-norukax B CBsI3H ¢ 3TuUM oreparopa 1T’ u akcuoMm adayknun T12, T13.

Cy1ecTBeHHO TakkKe, 9TO B ERAS) u ERA%Q) HUMEIOTCS SMIIMPUYECKHE aK-
cuoMbl T'¢, UMUTHUDYIONIHE UCHOJH30BAHUE SMIMPUIECKUX (IKCIIEPUMEHTAIb-
ubiX) ganuaeix B JICM-paccykpeHnsx.

Paccmorpennbie ocobenHocTn FRA9-JOTHK XapaKTepu3ylT HX Kak JIOo-
I'MK SMIIMPUYECKUX (HEJOMMUECKUX ) MOJAJIBHOCTEH, YTO COIIACyeTCsl C ujeei

P. ®eiica o cBa3u monanbHOCTElN M iprunHHOCTH |Deiic, 1965], 160 ncrouHnKOM
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ERAs-noruk (ERA;-noruk [Punn, 2019|) seisrorest JJCM-uccenoBanust, Ko-
TOpbIe 0OpPa30BAHbI PACCYZKICHUSIMU, HOPOKIAIONMME TUIOTE3bl O IPUYTHAX
9¢bdeKTOB U TUNoTE3bl O NpeJIcKas3aHusIX 3TuX 3HGMEKTOB (€ UCI0Ib30BAHNEM
[UIIOTE3 O NPUYUHAX M abJyKIUHU JJisl IIPUHSITHSI OPOXKIEHHBIX TUIOTES).

B |Reichenbach, 1947, |Reichenbach, 1954] T". Peiixen6ax onpeenmi «busn-
YecKre MOJAJIBHOCTHY CJIEAYIOMNM 06pa3oM: MyCTh «p» — UMsI BLICKA3bIBAHUS
p, Toraa p — pU3MIECKN HEOOXOAMMO = €CJIU «P» €CTh HOMOJIOTUIECKOE BBICKA-
3LIBAHHE,

P — GU3NIECKN HEBO3MOXKHO = €CJIM «P» €CTh HOMOJIOTMYECKOe BBHICKA-
3bIBAHUE,

p — pUsHIECKH BO3MOXKHO = €CJIU HU «P», HU «—P» HE SBJIAIOTCS HOMO-
JIOTUYECKAMHI BLICKA3bIBAHUAMU.

Homounoruueckne BoickazbiBanust y 1. Peiixenbaxa ompemesisitoTcss mocpe-
CTBOM CII€eIINaJIBHBIX YCHOBI/IfI, BbIPDA3UMDbBIX B fI3bIKE JIOTUKH ITPpEINKATOB oro I10-
psaka. Takum obpazom, Bo3aMmo:kHOCTE v [ Peiixenbaxa He mpecTaBiisser sM-
nupuveckue 3akonomepHoctu. Torma kak B JICM-merone AT Bo3zMOKHOCTH
[IPEJICTABJISET SMIUPUIECKUE TEHJCHIUN, & SMINUPUIECKUE 3aKOHBI U IMITUPHU-
qeckue TeHjeHnmn B R A-T0rukax XapakKTepu3yTcsl CJIEIYOIMUMA aKCHOMar-
mi: —Op — (Op V —p), =Op — (Op V —p), KOTOpBIE BBIpAYKAIOT PA3IHIUe W
HE3ABUCUMOCTH MojaJibHOCTel [ 1 (), XapaKTepu3yoIuX IMINPUIECKAE 3aKO0-
HBI ¥ SMIIMPUIECKNE TEHIEHIIUN, COOTBETCTBEHHO.

Takum obpaszom, FERA-JOTUKYM SIBJISIIOTCA JIOTUKAMU, TTOPOYXKJIEHHBIME
ICM-paccy:xaenusimu, a Tak Kak JICM-paccyKieHnst SBJISIIOTCS JIOTHIEeCKHU-
mu cpeacrBamu JICM-ucciieioBannii, TOPOXKTAIOIUMU IMIUPUIECKIE 3aKOHO-
MEPHOCTH (SMIUpPUIecKHe HOMOJIOrnYecKue BbickasbiBanus |[Punn, 2019]), To
MOJIAJIBHOCTH, COOTBETCTBYIONINE OOHAPYKEHHBIM 3aKOHOMEPHOCTSIM, SIBJISIOT-
Csl IMIINPUYIECKMMMU, OTJIMIHBIMU OT JIOTHYICCKHX MOﬂaﬂbHOCTef/i N3BECTHbBIX
MOJAJIbHBIX JioTHK. Creruduyaeckne CBONCTBA SMIMPUIECKAX MOJAJIHHOCTEN
00YyCJIOBJIEHBI WX TIPOUCXOXKJIEHUEM OT CPEJICTB MHTEJIJIEKTYaJbHOI'O aHAJM3a
JIAHHBIX, UTOI'OM KOTOPOI'O SBJISIOTCS IMIUPUUIECKHE HOMOJIOTMYECKUE BBICKA-
3bIBAHUSI, OIIPEIEISIONINE ISMINPUIECCKIE MOTATBHOCTH.

Kax y»e 6bI710 CKa3aHO BBIIIE, SMUCTEMOJIOTIECKOH ocobernHocThio FRA-
JIOTMK SIBJISIETCS NIPUMEHEHUE JBYX KOHIEIIMHA UCTUHBI — KOrepeHTHOH (oHa
obycrosnena JJCM-paccyKaeHIsIMI) 1 KOPPECIIOHACHTHO (OHA 00yCJIOBICHA
BepuduKaluel TUIoTe3 0 NPEJCKA3AHUSX ), YTO BBI3BAIO HEOOXOIUMOCTD IPU-
MeHnenust oneparopa T' B ERA-norukax.

Hanuyune nByX TUIOB MCTUHHOCTHBIX OIEHOK IMOPOJUJIO BOIPOC: OYIAyT Jin
HEIPOTUBOPEYNBLl (IpoTHBOpeunBbl) FRA-JIOrUKH, JIONOJHEHHBIE YCJIOBHEM
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—Tp & p?° DTOT BOIPOC BLI3BAH TEM OGCTOSATETHCTBOM, UTO KOI€PEHTHBIE HC-
TUHHOCTHBIE 3HAYEHUs] U KOPPECIOHEHTHbIE UCTUHHOCTHBIE 3HAYEHUs He3a-
BHCHUMBI, TaK KakK IepBble mopoxkaeHbl JICM-paccyskieHussMu, a BTOPbIE —
Bepudukausamu ux pesyiabraros |[Punn, 2019; Ounn, 2020a]. ITosromy kore-
PEHTHBIE UCTUHHOCTHBIC 3HAUECHUSI MOXKHO HA3BIBATH «BHYTPEHHUMM», & KOP-
PECIIOHIEHTHBIE NCTUHHOCTHLIE 3HAYEHUS — «BHEIMIHUMM», UCIOJIb3Ysd TEPMU-
nostoruto JI.A. Bousapa |Bousap, 1938|.

Sameuanune 5. Cucrema akcuom FRAs gaBisgercd 3aBUCUMOIL, Tak Kak JiO-
kazyeMmbl akcuombl ((12), (02), (O-0).

Ecin nobasute k ERAs B kauecrBe akcuombl (p V Op V —p), 10 Gyayr
nokazyemsl (—0) u (=0).

Taxum obpazoM, mojrydaeM 3KOHOMHYIO (hopmyaupoeky FRAs, ycrpaHus
(02), (02), (8-90), (-0) u (=0), nobasus axcuomy (HpV OpV —p): moboe BbI-
CKA3bIBAHNE P ABJISETCH HEOOXOIUMBIM, UJIA BO3MOYKHBIM, UJIU HE IIPEICTABIISIET
IMIMPUIECKYIO 3aKOHOMEPHOCT.
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